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Preface 
 

Renewable energy is the fastest-growing energy source since the beginning of the century and the 

demand growth with the fast development in industrial and transportation sectors. Renewable 

energy will continue to grab market share from fossil fuels in 2022. Indeed, renewables were the 

only energy source for which demand increased in 2020 despite the pandemic, while consumption 

of all other fuels declined. Will renewable energy source uptake therefore expand more quickly 

as the global economy recovers from the crisis ? 

 

The International Conference on Innovations in Energy Engineering & Cleaner Production 

(IEECP’22) aims to investigate innovation applications and last researches in the areas of energy 

production, alternative and renewable energy supply, energy savings analysis, cleaner production, 

optimization of energy processes and the environmental impacts. The volume contains the 

proceedings of the international conference on Innovations in Energy Engineering & Cleaner 

Production (IEECP’22). The IEECP’22 conference is a scientific event which gathered leading 

researchers and practitioners who will present ideas to more than 50 attendees. Authors have 

provided high quality contributions reviewed by a program committee featuring renowned 

international experts on a broad range of knowledge management topics. More than 150 papers 

were submitted to the IEECP’22 conference from authors of many countries and continents. Two 

or three reviewers were assigned to each paper and according to these reviews, 25 papers were 

accepted which makes acceptance rate of 17%.     

 

   We are grateful to the Chairs, Program Committee, External Reviewers, Organizing Committee 

and the keynote speakers for their wonderful work and efforts. Finally, we would like to thank all 

the participants and sponsors hoping to meet them soon for other collaboration in scientific events. 

 

 

Sincerely yours, 
 

 

   IEECP’22 Chair 
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On the development of a novel energy-cascading 

system for quad-generation 
 

Chua Kian Jon  
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mpeckje@nus.edu.sg 

 

 

Plenary Abstract 

Quad-generation encompasses the features of a multiple utility plant, with combined electricity, heat, cooling and potable water but in 

addition includes the recovery of thermal energy from the exhaust gas with minimum wastage of energy. Key benefits (1) potential for low 

or zero carbon emissions to produce multiple utilities; (2) reduced operational costs versus separate purchase of electricity, heat, cooling and 

potable water; (3) maximize the use of all potential resources from gas utilisation to produce useful outputs; and (4) Improved reliability for 

sustainable utilities production. This presentation focuses on the development of a unique smart quad-generation plant, whereby all four key 

resources are generated simultaneously using a single, integrated system in an energy efficient manner, through maximizing the recovery of 

its generated waste energy. Specifically tailored for tropical countries, the plant can contribute to greater energy and cost savings, and is also 

more space-efficient. It employs a smart temperature cascading method to maximum the utilization of waste heat. More importantly, it can 

significantly reduce energy consumption by 30 per cent or more and potentially trim the amount of carbon dioxide emitted to the environment 

by 2 to 4 per cent for countries at business-as-usual levels while meeting varying needs of electricity, potable water, cooling and heating. 

Such a novel system is particularly suited to countries whereby cooling and water production are essential utilities. 

 

 

Short biography 

Dr Chua Kian Jon is currently an Associate Professor with the Department of Mechanical Engineering, National University of Singapore. 
He has been conducting research on air-conditioning, refrigeration, and heat recovery systems since 1997. He has conducted both modelling 
and experimental works for specific thermal energy systems. These include dehumidification, cooling, heat pumping, compact heat 
exchangers and refined temperature/humidity control. He is highly skilled in designing; fabricating; commissioning and testing many 
sustainable energy systems to provide for heating, cooling and humidity control for both small and large scale applications. He has more 
than 200 international peer-reviewed journal publications, 6 book chapters and two recent monographs on advances in air conditioning 
(https://www.springer.com/gp/book/9789811584763 and https://www.springer.com/gp/book/9783030808426). He was highlighted among 
the top 1% of scientists in the world by the Universal Scientific Education and Research Network and top 0.5% in the Stanford list of energy 
researchers. His works has garnered more than 10,900 over citations with a current h‐index of 55. Further, he owns more than 10 patents 
related to several innovative cooling and dehumidification systems. He is the Principal Investigator of several multi-million competitive 
research grants. Additionally, he has been awarded multiple local, regional, and international awards for his breakthrough research 
endeavours. 
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Energy-environment-economy(3E) assessment of a 
novel low-carbon emission process integrating coal-

to-methanol with green hydrogen 
 

 
Han Yang, Min Dai, Fusheng Yang*, Zhen Wu, Yunsong Yu, Zaoxiao Zhang  

School of Chemical Engineering and Technology 
Xi’an Jiaotong University  

Xi’an, China 
 yang.fs@mail.xjtu.edu.cn 

 

Abstract 

Methanol is an alternative fuel that offers convenient storage, transport and utilization, hence has attracted many attentions recently. Coal-
to-methanol (CTM) is a mature, inexpensive industrial process for methanol production, yet accompanied with large CO2 emissions and low 
C conversion rate due to the mismatch of H/C ratio between feedstock and product. In this study, a novel low carbon process of the CTM 
coupled with green hydrogen is proposed, in which the water gas shift (WGS) sector is replaced by water electrolysis based on solar power 
for adjusting the hydrogen carbon ratio. Additional methanol production could be achieved from the hydrogenation of CO2 absorbed by 
rectisol, hence further increasing the C conversion rate and decreasing CO2 emissions. Sensitivity analysis is conducted with regard to the 
key parameters such as synthetic pressure and temperature, and the comprehensive performance of the new process system is compared with 
the conventional CTM from the perspective of energy-environment-economy (3E), using exergy efficiency, total annual cost (TAC) and 
equivalent CO2 emissions as evaluation indicators. In addition, a quantitative sustainability evaluation method is introduced, in which a 
dynamic econometric model considering volatility of product/raw material price, electricity price and carbon tax is established. The results 
reveal that the system is operated successfully under the optimum settings, increasing methanol output with lower carbon emission. The goal 
of green and efficient production is achieved economically, showing the perspective of CTM integration with renewable energy sources. 

Keywords: Coal-to-methanol, green hydrogen, 3E assessment, economic uncertainty 

 

Short biography 

Dr.Yang works as a faculty staff at Xi'an Jiaotong University since he got the PhD degree from the University on 2010. He once conducted 
studies abroad at the University of Queensland (2009.1-2010.1) and Tokyo University of Science, Noda (2011.6-2012.6). He is now the head 
of Department of Process Equipment and Control Engineering, Xi'an Jiaotong University. His present research interests include efficient 
storage and utilization of hydrogen energy, industrial energy saving technology, process modeling and optimization based on historical data. 
He has published tens of peer-reviewed journal papers in the field of energy and chemical engineering, and was granted multiple Chinese 
patents. Some representative publications are listed below. 
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On the limitations of Machine Learning (ML) 
methodologies in predicting the wake characteristics 

of wind turbines 

Ng Yin Kwee  
School of Mechanical and Aerospace Engineering, 

College of Engineering, Nanyang Technological University, Singapore 
MYKNG@ntu.edu.sg 

 

 

Abstract 

Machine Learning (ML) algorithms have been more prevalent in recent years, and they are being used to tackle complicated issues across 
a broad range of fields. Wind energy is not an exception, as ML has recently been applied to wind turbine blade design, wake velocity and 
wake turbulence intensity prediction, and even wind farm optimization. The immense learning ability of ML models enables them to be 
trained to predict and regress a complex relationship with a high degree of accuracy. However, data for testing ML models often originate 
from the same rotor simulation used for training, with just slight variations in operating conditions. This research aims to investigate the 
generalizability of ML-based wake prediction models, i.e., whether ML can correctly predict wake properties using data from a different 
wind turbine that was not taken for training. This investigation’s observation shows that a generalized ML wake model requires training data 
from multiple turbines with a wide range of operating conditions. In addition, advanced regularization, complex loss functions, and ML 
methods that focus on capturing the physics (such as Physics Informed Artificial Neural Networks (PINN) and symbolic regression) can be 
utilized. 

Keywords: Wake velocity, turbulence intensity, Support Vector Regression (SVR), Artificial Neural Networks (ANN), eXtreme Gradient 
Boosting (XGBoost). 
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Plenary Abstract 

Today, hydrogen is enjoying a strong momentum worldwide as the fuel of the future, and is expected to have a considerable role to play 
in securing a clean energy future. Nations of the world have been adopting national roadmaps to employ hydrogen for their transition plans 
to low-carbon future. However, it remains a challenge to find clean energy sources to drive the hydrogen production process and divest it 
from the fossil-based production technologies. Currently, demand of hydrogen is dominated by heavy industries including oil and gas, steel, 
cement, glass and fertilizers manufacturing, among other heavy emitters of CO2. This demand is met by reforming or gasification of carbon-
based fuels (e.g., methane, coal, and biomass). In this talk, innovative thermochemical Copper-Chlorine (Cu-Cl) hydrogen production 
technology, developed at Ontario Tech University, is introduced as a reliable and scalable technology for clean Hydrogen production. The 
Cu-Cl hydrogen cycle can operate on recovered waste-heat (approximately 500°C) from industrial processes. In this talk, Prof. Gabriel will 
highlight the potential integration of this innovative technology in steel and cement industries in Canada and elsewhere in Europe, China and 
the Middle East. This process which utilizes waste/process heat has the potential to significantly cut of CO2 emissions from such polluting 
industries. A case study on coupling this technology with a cement plant in Ontario will be presented. 

Keywords: Hydrogen, thermochemical Cu-Cl cycle, energy recovery, cement, steel 
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Dr. Gabriel is an elected member of the Canadian Academy of Engineering and the former A/Deputy Minister of Research at the Ontario 
Ministry of Research and Innovation. In 1990, Dr. Gabriel attended the prestigious, MIT-founded, International Space University and 
received a diploma in Space Sciences. For over 14 years, Dr. Gabriel led an international team in the research efforts spearheaded by NASA 
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Abstract 

In recent decades, there have been a number of remarkable breakthroughs in energy conservation, one of which is related to the 
development of new types of solid-state light sources. The discovery of new semiconductor materials, in particular GaN and heterostructures 
based on them, made it possible to create blue and white LEDs and lasers, which have orders of magnitude greater efficiency and service life 
than incandescent lamps. This outstanding achievement was awarded the 2014 Nobel Prize. Thus, the energy consumption of all mankind for 
lighting has decreased by an order of magnitude. The search for these materials took serval decades of hard work of physicists and materials 
scientists. An even more ambitious project is aimed at reducing energy consumption for cooling and heating by at least an order of magnitude. 
The fundamental possibility of such a revolution is opened by Carnot's theorem, which allows using not direct energy consumption for 
heating, but pumping heat using a device called Thomson's heat pump. The efficiency of a heat pump is determined by the efficiency of the 
process, (COP), which is always more than 1, but less than T1/Δ T, where Δ T = (T1-T0) is the temperature difference between the temperature 
T1 of a room that is heated and T0 an external environment temperature, from where we take heat, according to Carnot's theorem. At the 
moment, the liquid materials - freons - are mainly used as a working fluid in Thomson's heat pump. However, the use of freons for pumping 
heat has practically exhausted itself, at the СOP level of the order of 300-400%, and do not grow further. In addition, the use of freons is 
considered dangerous for the destruction of the Earth's ozone layer. So to reach the predicted level of 1000% is the realistic purpose of the 
emerging field of solid state heating/cooling. Therefore, the number of scientific works, patents and innovations on the creation of solid-state 
functional materials for cooling and heating is exponentially growing all over the world. The effects of changes in temperature and heat 
content that arise in these materials under the influence of external fields are known as multicaloric effects, including the magnetocaloric 
effect, elastocaloric effect, and electrocaloric effect etc. The maximum value of the caloric effects is achieved near the phase transition point, 
for example, near the boiling point of freon, or near the Curie point of a magnet or ferroelectric. Therefore, all over the world there is a search 
for the new solid-state multi-caloric materials, especially with phase transitions. The values of various caloric effects of the order of several 
tens of Kelvins of temperature changes or several tens of kJ/kg of heat consumption have already been achieved. Also, the devices are being 
developed that, in principle, in terms of COP could approach the limit of Carnot's theorem. The present report highlights the state of the art 
record achievements in the study of the properties of solid-state materials for cooling and heating, and record values of COP of multicaloric 
solid state refrigerators and heat pumps and original results of authors. we describe the formatting guidelines for the conference keynote 
abstract. We ask that authors follow some simple guidelines. In essence, we ask you to make your abstract look exactly like this document. 
The easiest way to do this is simply to replace the content with your own material. Please use a 9-point Times Roman font, or other Roman 
font with serifs, as close as possible in appearance to Times Roman in which these guidelines have been set. The goal is to have a 9-point 
text, as you see here. Please use sans-serif or non-proportional fonts only for special purposes, such as distinguishing source code text. If 
Times Roman is not available, try the font named Computer Modern Roman. On a Macintosh, use the font named Times.  Right margins 
should be justified, not ragged. 

Keywords: multicaloric effects, magnetocaloric effect, elastocaloric effect, and electrocaloric effect, solid stste refrigeration 

 

Hightlight 

1. New solid-state semiconductor materials have already revolutionized lighting technologies for residential and open spaces, reducing 
the required energy costs by an order of magnitude.  

2. The fundamental laws of thermodynamics allow for a reduction of at least an order of magnitude a needed energy as well as the cost 
of home and industrial heating. 

3. There is an active search all over the world for new solid-state caloric materials that could bring the efficiency of new machines for 
cooling and heating closer to the ideal Carnot machine. 

4. The report highlights both the world's best achievements in recent years and the challenges facing the development of advanced solid-
state heating and cooling technologies.  
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Abstract 

Waste management and energy crisis are some of the 
greatest issues that the world is facing today. This problem can 
be mitigated by anaerobic digestion (AD), where 
microorganisms in the absence of oxygen produce biogas from 
organic waste. A useful tool for AD process understanding and 
optimization is numerical simulation by using mechanistically 
inspired mathematical models. In this paper attention is focused 
on modeling of the AD process of a full-scale biogas plant. 
Special attention is focused on calibration of 178 model 
parameters belonging to the BioModel, developed in-house; this 
is done by using an active set optimization procedure. The 
agreement of the obtained results of numerical simulation in a 
single CSTR and the measured AD performance over a period 
of one year, confirms the efficiently of the used BioModel when 
considering the presence of the Kemira BDP-840 additive to 
reduce 𝐇𝟐𝐒 content of the produced biogas. The obtained results 
show that the active set optimization procedure, coupled by a 
gradient based optimizer to calibrate the model parameters, 
performs very well. The procedure is numerically efficient, 
especially if the computation of design derivatives is 
parallelized. The used BioModel can easily be coupled with the 
procedure of AD performance optimization. 

Keywords: Model parameters, calibration, additives, gradient-

based optimization, active set optimization procedure 
 

I. INTRODUCTION 
A useful tool for anaerobic digestion (AD) process understanding 
and optimization is numerical simulation by using mechanistically 
inspired mathematical models. Till today, various mechanistically 
inspired AD models, ADM1 [1-6] and BioModel [7-13] based 
models, were developed containing various number of unknown or 
hardly determined AD model parameters, such are biochemical, 
kinetic, physicochemical, and stoichiometric model parameters. As 
the number of model parameters increases by expanding 
mathematical models, the efficiency and reliability of the calibration 

procedure typically decreases. Therefore, various procedures to 
reduce the number of the model parameters, which has to be 
calibrated, were proposed. In general, these procedures are based on 
adequate sensitivity analysis or similar approaches to calibrate 
various number of model parameters [13-21]. For example, Ahmed 
& Rodríguez [22] proposed the combined correlation-based 
parameter estimation with a sensitivity-based hierarchical and 
sequential single parameter optimization for sulfate reduction 
process by using the ADM1 model, while Kegl & Kovač Kralj [12] 
used an active set optimization (ASO) procedure combined with a 
gradient-based optimization algorithm in order to calibrate 113 
model parameters of a BioModel. 

In this paper attention is focused on the modeling of the AD process 
of a full-scale biogas plant by using a BioModel. More preciselly,  
the focus is on the calibration of its 178 unknown design parameters 
by engaging the ASO procedure. A comparison of the daily 
dynamics of the predicted and measured AD performance as well as 
statistical indicators  show that all 178 AD parameters (13 feedstock 
and 165 model parameters) can be successfully and efficiently 
calibrated by the engaged ASO procedure. 
 

II. BIOGAS PLANT EXPERIMENTAL DATA 
The operation data used for AD simulation input and model 
calibration were obtained from a full-scale biogas plant Draženci 
(Slovenia). This plant consists of two equal mesophilic continuously 
mixed reactors (CSTRs). Both single-stage CSTRs have a hold up 
of 2500 m3 with one common gas storage facility of 2500 m3. The 
daily variation of total loading rate of the complex substrate (F-CS), 
temperature, and pH value in the CSTRs for a total period of two 
years are presented in Figure 1. The AD process with a retention 
time of approximately 33 days takes place at a constant pressure of 
1.006 bar. The F-CS consists of poultry manure (PM), corn silage 
(CS), corn meal (CM), fat matter (FM), food waste (FW), and added 
water (W). The daily variations of fractions of CM, FM, FW, PM, 
CS, and W in the F-CS are shown for a total period of two years in 
Figure 2 and Figure 3. The composition of each substrate of F-CS 
containing TS-total solid, OM-organic matter, ch -carbohydrates, 
pr-proteins, li-lipids, Cio, Nio, Sio, Kio, and Pio - inorganic carbon, 
nitrogen, sulfur, potassium, and phosphorus, and other elements and 
compounds, Table 1, was determined by the usage of methods 
prescribed in the corresponding standards.  
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Figure 1. Measured loading rate of F-CS and AD conditions. 

 
Figure 2. Measured fractions of CM, FM, and FW in F-CS. 

 
Figure 3. Measured fractions of PM, CS, and W in F-CS. 

 

Table 1. Composition of substrates in F-CS 
F-CS PM CS CM FM FW 
TS (%) 75.73 47.68 65.85 34.12 91.99 
OM (% TS) 84.76 96.58 98.35 98.00 98.08 
ch (gL-1) 10.735 6.488 6.438 4.309 31.707 
pr (gL-1) 45.936 33.022 56.970 74.723 66.220 
li (gL-1) 3.555 3.226 19.750 236.312 26.970 
Cio  (gL-1) 3.57499 2.14185 0.71529 0.13711 42.80220 
Nio (gL-1) 1.55322 0.62786 1.08176 1.30420 1.15234 
Sio  (gL-1) 3.57599 0.06147 0.37446 0.00100 0.98493 
Kio (gL-1) 3.23805 1.10575 1.13509 0.04708 2.51013 
Pio (gL-1) 2.61164 1.01155 3.54957 0.90058 6.63018 
Ca (gL-1) 3.61388 0.18493 0.02899 1.56674 18.09087 
Cr (gL-1) 0.00346 0.00026 0.00083 0.00250 0.00111 
Cu (gL-1) 0.00991 0.00035 0.00083 0.00238 0.01258 
Fe (gL-1) 0.11026 0.00542 0.01380 0.20543 0.27517 
Mg (gL-1) 0.81457 0.10843 0.30957 0.06587 0.88034 
Na (gL-1) 0.38816 0.00055 0.00746 0.06184 0.50550 
NO2 (gL-1) 0.00871 0.00025 0.00175 0.00003 0.00048 
Ni (gL-1) 0.00052 0.00026 0.00083 0.00110 0.00111 
Pb (gL-1) 0.00028 0.00026 0.00083 0.00067 0.00111 
Zn (gL-1) 0.05228 0.00026 0.00535 0.02188 0.13295 

 

To reduce the production of H2S during the AD process, the Kemira 
BDP-840 additive, containing the FeCl2, in the amount of 100 L/day 
is added daily to the F-CS. 

The total measured unrefined biogas volume is 4720983 m3 in the 
first year, and 4364544 m3 in the second year. This biogas contains 
approximately 54% CH4, 45% CO2, 60 ppm of H2, 200 ppm of H2S, 
and 800 ppm of NH3. For the two years of observation, the measured 
daily produced biogas and CH4 flow rates are presented in Figure 4, 
while H2 and H2S flow rates are given in Figure 5. 

 
Figure 4. Measured biogas and 𝐶𝐻4 flow rates in the biogas plant. 

 
Figure 5. Measured 𝐻2 and 𝐻2𝑆 flow rates in the biogas plant. 

The daily variations of the shown data, measured at the plant during 
the first 365 days period, were used to calibrate the feedstock and 
model parameters of the proposed BioModel, while the measured 
data of the second year were used for BioModel validation. 
 

III. BIOMODEL PARAMETERS 
CALIBRATION 
In order to calibrate a large number of design parameters (feedstock 
and model parameters) belonging to the BioModel, the ASO 
procedure is used in this work. In general, the employed ASO 
procedure involves the BioModel for numerical simulation of the 
AD process, a sensitivity analysis for determination of the active 
design variables from the set of all included design parameters, and 
an optimal design procedure. 

A. BioModel 
The used mathematical model in this paper is of a BioModel-type 
[12], where biochemical and physicochemical processes during AD, 
considering the degradation of carbohydrates, proteins, and lipids 
into CH4 and many other by-products, are described by the system 
of 75 ordinary differential equations (ODEs) and 53 algebraic 
equations (AEs).  Physicochemical processes are related to (i) 
liquid-gas mass transfer for the set of biogas compounds  𝐼gas =

{CH4, CO2, H2, H2S, NH3 } and to (ii) liquid-solid mass transfers for 
the set of precipitates 𝐼prec = {CaCO3, MgCO3, FeCO3,  NiCO3,

CuCO3, PbCO3, ZnCO3, FeS, CuS, NiS, PbS, ZnS, Ca3(PO4)2,
Fe3(PO4)2, Ni3(PO4)2, MgNH4PO4, KMgPO4} . The BioModel 
includes a set of 178 design parameters as follows: (i) initial 
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concentrations of 13 bacteria types from the set of 𝐼bac; acidogenic 
degraders of sugar, amino acids, glycerol, and  oleic acid (𝑋Asu, 
𝑋Aaa , 𝑋Agly , and 𝑋Aoa ), acetogenic degraders of propionic acid, 
butyric acid, and valeric acid (𝑋Apro, 𝑋Abu,  𝑋Ava), methanogenic 
degraders of acetate and hydrogen ( 𝑋Mac  and 𝑋Mhyd ) sulfate 
reducing bacteria involving in reduction of sulfates ( 𝑋Ss ), and 
competing for propionate, acetate, and hydrogen (𝑋Spro, (𝑋Sac, and 
𝑋Shyd; (ii) 3 hydrolysis rate constant: for carbohydrates, proteins, 
and lipids (𝑘hyd,ch, 𝑘hyd,pr,  𝑘hyd,li); (iii) 26 inhibition constants; 
VFA inhibition of hydrolysis process (𝐾i,VFA) and inhibitions of 
various compounds and metals ions on various bacteria growth 
( 𝐾i,H2,Agly , 𝐾i,H2,Aoa , 𝐾i,H2,Apro , 𝐾i,H2S,Apro , 𝐾i,H2,Abu , 𝐾i,H2S,Abu , 
𝐾i,H2,Ava , 𝐾i,H2S,Ava , 𝐾i,H2S,Mac , 𝐾i,NH3,Mac , 𝐾i,Cu2+,Abu , 𝐾i,Zn2+,Abu , 
𝐾i,Cr2+,Abu , 𝐾i,Pb2+,Abu , 𝐾i,Ni2+,Abu , 𝐾i,Cu2+,Mac , 𝐾i,Zn2+,Mac , 
𝐾i,Cr2+,Mac , 𝐾i,Pb2+,Mac , 𝐾i,Ni2+,Mac , 𝐾i,H2S,Mhyd , 𝐾i,H2S,Ss , 
𝐾i,H2S,Spro , 𝐾i,H2S,Sac , and 𝐾i,H2S,Shyd); (iv) 2 limitation factors of 
inorganic nitrogen and inorganic phosphorus (𝐾M,Nio

 and 𝐾M,Pio
) to 

all microbial growth rates and 16 Monod saturation constants 
including various substrates and bacteria ( 𝑘M,suAsu , 𝑘M,aaAaa , 
𝑘M,glyAgly , 𝑘M,oaAoa , 𝑘M,proApro , 𝑘M,buAbu , 𝑘M,vaAva , 𝑘M,H2Mhyd , 
𝑘M,acMac , 𝑘M,Sio,atSs , 𝑘M,proSpro , 𝑘M,Sio,atSpro , 𝑘M,acSac , 
𝑘M,Sio,atSac, kM,H2Shyd, 𝑘M,Sio,atShyd), (v) maximal microbial grow 
rates at optimal temperature for each of the 13 bacteria types 
𝜇𝑖,max,𝑇opt

, 𝑖 ∈ 𝐼bac , microbial decays as a percentage of maximal 
microbial growth rates for each of 13 bacteria types 𝑏𝑖,dec, 𝑖 ∈ 𝐼bac, 
(vi) 10 parameters of mass transfer rates from liquid to gas phase, 
(𝐾L𝑎)𝑗,a and (𝐾L𝑎)𝑗,b, 𝑗 ∈ 𝐼gas;  (vii) 17 precipitation rate constants 
𝑘cryst,𝑘 , 𝑘 ∈ 𝐼prec; (viii) 65 parameters related to the determination 
of the bacteria growth rate of various microbial groups;  pK𝑖

lo , 
pK𝑖

up, 𝛼𝑖, 𝑇𝑖,opt, and 𝑇𝑖,max,  𝑖 ∈ 𝐼bac. These parameters are treated 
as design parameters and are assembled into the vector 𝐱. 

B. Sensitivity analysis 
In the scope of the sensitivity analysis, a set 𝑆𝐱 of random AD model 
designs 𝐱𝒋, 𝑗 = 1, … 𝑁𝑆 (each design 𝐱𝑗  is a complete set of design 
parameters) is generated. Here, a set of 𝑁𝑆 = 5 × 178 = 890 
random designs was used, since numerical experience has shown 
that such a sample was statistically representative enough. For each 
design 𝐱𝑗  from the set 𝑆𝐱  the derivatives 𝜕𝑔0

𝜕𝑥𝑖
 of the objective 

function are computed. The objective function 𝑔0, Eq. (1), was used 
for this purpose since it was defined as a high-quality measure of 
deviation between numerical simulation (NS) and actual measured 
biogas plant data.  

𝑔0 = 𝜓0,1 ∫ (
𝑄biogas(𝑡)−𝑄biogas,exp(𝑡)

𝑄̅biogas,exp
)

2

𝑑𝑡
𝑡total

𝑡stab
+

           𝜓0,2 ∫ (
𝑄g,CH4

(𝑡)−𝑄g,CH4,exp(𝑡)

𝑄̅g,CH4,exp
)

2

𝑑𝑡 +
𝑡total

𝑡stab

            𝜓0,3 ∫ (
𝑄g,H2

(𝑡)−𝑄g,H2,exp(𝑡)

𝑄̅g,H2,exp
)

2

𝑑𝑡 +
𝑡total

𝑡stab

             𝜓0,4 ∫ (
𝑄g,H2S(𝑡)−𝑄g,H2S,exp(𝑡)

𝑄̅g,H2S,exp
)

2

𝑑𝑡 +
𝑡total

𝑡stab

             𝜓0,5 ∫ (
pH(𝑡)−pHexp(𝑡)

pH̅̅ ̅̅ exp
)

2

𝑑𝑡
𝑡total

𝑡stab
        (1) 

where 𝜓0,1 , 𝜓0,2 , 𝜓0,3 , 𝜓0,4 , and 𝜓0,5  are normalized weighting 
factors used to scale the relative importance of individual deviations, 
while 𝑄biogas(𝑡) , 𝑄g,CH4

(𝑡) , 𝑄g,H2
(𝑡) , 𝑄g,H2S(𝑡) , 

𝑄biogas,exp(𝑡) , 𝑄g,CH4,exp(𝑡) , 𝑄g,H2,exp(𝑡) , 𝑄g,H2S,exp(𝑡) , 
𝑄̅biogas,exp , 𝑄̅g,CH4,exp , 𝑄̅g,H2,exp , 𝑄̅g,H2S,exp  are time dependent 
predicted, time dependent measured, and average values of the 
measured biogas, CH4 , H2 , and  H2S  flow rates, respectively. 
Meanwhile, pH(𝑡) , pHexp(𝑡) , and pH̅̅ ̅̅

exp  denote time dependent 

predicted, time dependent measured, and the average values of the 
measured pH value. 

The obtained results of sensitivity analysis are normalized so that 
max

𝑖
(| 

𝜕𝑔0

𝜕𝑥𝑖
|) = 1 for each 𝐱𝑗 . For each design parameter 𝑥𝑖   the 

average absolute value 𝑓AA,𝑖  and variance 𝑓VA,𝑖  of the normalized 
𝜕𝑔0

𝜕𝑥𝑖
 with respect to the whole set 𝑆𝐱 are computed. The normalized 

values of 𝑓AA,𝑖  and 𝑓VA,𝑖  are used to define the importance factor 
𝑓IM,𝑖 = 1

2
𝑓VA,𝑖 + 1

2
𝑓AA,𝑖 of the design parameter 𝑥𝑖. 

C. Optimal design procedure 
The multi-objective optimization problem is reformulated into a 
single-objective function 𝑔0 by summing all considered deviations, 
multiplied by adequate weighting factors, Eq. (1).  

The optimal design problem can be defined by Eq. (2)-(4). 

max 𝑔0(𝐱, 𝐪)     (2) 

subject to constraints 

𝑔𝑖(𝐱, 𝐪) ≤ 0,       𝑖 = 1, … , 𝑘∗     (3) 

and the response equation 

ℎ(𝐱, 𝐪, 𝐪̇, 𝑡) = 0      (4) 

where the vector 𝐱 ϵ 𝑅𝑛∗ of design variables represents the set of all 
AD parameters of the BioModel. The vector 𝐪 ϵ 𝑅𝑚∗  assembles the 
response variables describing the response of the AD system and 
𝐪̇ ϵ 𝑅𝑚∗  are their first time derivatives. The response equation, 
Eq. (4), establishes the dependency of 𝐪 on 𝑡 and 𝐱 and is given by 
the BioModel described in [12]. The scalar functions 𝑔0 and 𝑔𝑖 are 
termed the objective and constraint functions, respectively. The 
objective function is related to the quality of AD performance, while 
the constraints reflect the imposed limitations. The constraint 
functions in the standard form, Eq. (3), are related to the maximal 
allowed initial concentration of all bacteria group and to the allowed 
range of the differences between measured and predicted values of 
the observed AD performance [12]. The symbol 𝑛∗  denotes the 
number of design variables, 𝑘∗ is the number of constraints and 𝑚∗ 
is the number of response variables. 

D. ASO procedure 
The ASO procedure used to calibrate the values of a large number 
of design parameters is described in detail in [12]. In short, it 
consists of following two steps. 

1) Identification and initialization of design variables 
In [12], the following 113 parameters are considered: the initial 
concentrations of the 13 types of bacteria in the F-CS, 3 hydrolysis 
rate constants, 26 inhibition constants, 2 limitation factors, 16 
Monod saturation constants, maximal microbial grow rates at 
optimal temperature for each of the 13 bacteria types, microbial 
decays as a percentage of maximal microbial growth rates for each 
of 13 bacteria types, 10 parameters of mass transfer rates from liquid 
to gas phase, and 17 precipitation rate constants. In this paper, 
another 65 parameters, influencing the growth rate of 13 microbial 
groups 𝜇𝑗 , 𝑗 ∈ 𝐼bac (parameters  pK𝑖

lo,  pK𝑖
up, 𝛼𝑖, 𝑇𝑖,opt, and 𝑇𝑖,max,  

𝑖 ∈ 𝐼bac) are included. The normalized design variables are defined 

as: 𝑥𝑖 =
(𝑥P,𝑖−xP,𝑖

min)

( xP,𝑖
max−xP,𝑖

min)
∈ [0,1], 𝑖 = 1 … 𝑛∗ , where 𝑥P,𝑖  is the 𝑖th  AD 

feedstock/model parameter, 𝑥P,𝑖
min and 𝑥P,𝑖

max are its lower an upper 
limits, and 𝑛∗ = 178. The initial values of all design variables are 
set to the recommended values obtained from the literature. 

2) Gradual optimization of design variables 
This step is performed in several cycles. Within each cycle, an 
adequate activation threshold value 𝑓𝑇 is chosen to select the active 



International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 

 

 

design variables 𝑥𝑖
∗ for which it holds 𝑓IM,𝑖 ≥ 𝑓𝑇 ; all other design 

variables are designated as passive in the current cycle. After that, 
the optimal design problem, Eqs. (2)-(4), is solved in order to 
optimize the active design variables; for this purpose, a gradient-
based algorithm with adaptive approximation scheme is engaged. 
This completes the current cycle. After that a new cycle with a lower 
activation threshold value is started. This procedure is continued 
until all design variables are active and optimized (calibrated). 
 

IV. RESULTS AND DISCUSSION 
The proposed AD model and the whole optimization procedure were 
coded in-house in the C# language. The system of ODEs was solved 
by the Runge-Kutta method with an option to resort to the Euler 
method in case of (very rare) numerical instabilities. The engaged 
optimization algorithm is based on an approximation method [23-
24] which sequentially generates approximate, strictly convex, and 
separable nonlinear programming problems and solves them to 
generate a sequence of converging approximate solutions. The 
algorithm uses the history of design derivatives of the objective and 
constraint functions to gradually improve the quality of the 
approximation. In this work numerical differentiation by using 
simple forward differences was used to get the needed design 
derivatives. Since there are 178 design variables, such derivatives 
computation is rather CPU intensive. To improve numerical 
performance, the computation of design derivatives was 
parallelized; this accelerated the computation by a factor practically 
equal to the number of CPU cores. In this scenario, one full 
optimization cycle (with all 178 design variables being active) took 
about 1 minute of CPU time on an 8-core i7 CPU desktop computer. 
The number of optimization cycles, needed to obtain optimum 
parameters, ranged usually up to 100. 

In the following, the results of BioModel calibration are given as 
well as the results of the calibrated BioModel validation. 

A. BioModel calibration 
During optimization the values of 178 design parameters (13 
feedstock and 165 model parameters) were allowed to vary between 
lower and upper limits. Wherever possible, these limits were 
obtained by taking the smallest and largest values of those 
parameters as reported in the literature [3, 6, 12, 13, 15, 25-29]; the 
lower and upper limit values,  xP,𝑖

min and xP,𝑖
max,  𝑖 = 1 … 𝑛∗, actually 

used in this work, are collected in Table 2. 

In numerical simulation, the first 135 simulation days have been 
considered as a transient response or stabilization period, 𝑡stab , 
needed to reach steady state conditions for the input data 
corresponding to measured biogas plant data at day one. Therefore, 
in case of BioModel calibration, the comparison of the simulated 
and measured results was done only for the period of 365 days which 
follows the stabilization period of 135 days. 

At the beginning, the value of 0.5 is used for the initial values of all 
normalized design variables 𝑥𝑖 . During gradual optimization, the 
threshold values 𝑓𝑇 were sequentially chosen as 0.2 (Set1 1), 0.01 
(Set 2), and 0.001 (Set 3). The corresponding number of active 
design variables 𝑥𝑖

∗ increased from 7 (Set 1), through 24 (Set 2), up 
to 178 (Set 3). The optimized values of 7 active design variables, 
obtained in the optimization of Set 1, were kept as initial values of 
these variables for the optimization of the next set and so on. In Set 3 
all design variables were included as the active design variables 𝑥𝑖

∗ 
and the optimized values of all feedstock and model parameters are 
presented in Table 2.  

The value of the objective function 𝑔0  was gradually minimized 
from 9.685 (initial design) to 0.08575 (optimal design of Set 1 after 
19 iterations), 0.0194 (optimal design of Set 2 after 31 iterations) to 
0.0191 (optimal design of Set 3 after 60 iterations). 

 

Table 2. Feedstock and model parameters: lower, upper and 
optimized data. 

𝑖 Parameter  xP,𝑖
min xP,𝑖

max Optimal 
value 

1 𝑋Asu (gL-1) 0.1 0.5 0.29131 
2 𝑋Aaa (gL-1) 0.1 0.5 0.29092 
3 𝑋Agly (gL-1) 0.1 0.5 0.29108 
4 𝑋Aoa (gL-1) 0.1 0.5 0.29144 
5 𝑋Apro (gL-1) 0.1 0.5 0.30138 
6 𝑋Abu (gL-1) 0.1 0.5 0.30078 
7 𝑋Ava (gL-1) 0.1 0.5 0.29793 
8 𝑋Mac (gL-1) 0.1 0.5 0.30778 
9 𝑋Mhyd (gL-1) 0.1 0.5 0.10299 

10 𝑋Spro (gL-1) 0.1 0.5 0.28040 
11 𝑋Sac (gL-1) 0.1 0.5 0.29094 
12 𝑋Ss (gL-1) 0.1 0.5 0.29112 
13 𝑋Shyd (gL-1) 0.1 0.5 0.28475 
14 𝑘hyd,ch (day-1) 1.0 10.0 5.44266 
15 𝑘hyd,pr (day-1) 1.0 10.0 4.95942 
16 𝑘hyd,li (day-1) 1.0 10.0 5.01598 
17 𝐾i,VFA (gL-1) 0.1 0.6 0.22880 
18 𝐾i,H2,Agly (gL-1) 0.01 0.1 0.05280 
19 𝐾i,H2,Aoa (gL-1) 0.01 0.1 0.05280 
20 𝐾i,H2,Apro (gL-1) 0.01 0.1 0.05284 
21 𝐾i,H2,Abu (gL-1) 0.01 0.1 0.05280 
22 𝐾i,H2,Ava (gL-1) 0.01 0.1 0.05279 
23 𝐾i,H2S,Apro (gL-1) 0.1 0.9 0.48386 
24 𝐾i,H2S,Abu (gL-1) 0.1 0.9 0.47729 
25 𝐾i,H2S,Ava (gL-1) 0.1 0.9 0.47697 
26 𝐾i,H2S,Mac (gL-1) 0.1 0.9 0.50035 
27 𝐾i,H2S,Mhyd (gL-1) 0.1 0.9 0.46746 
28 𝐾i,H2S,S𝑠 (gL-1) 0.1 0.9 0.48012 
29 𝐾i,H2S,Spro (gL-1) 0.1 0.9 0.48043 
30 𝐾i,H2S,Sac (gL-1) 0.1 0.9 0.48051 
31 𝐾i,H2S,Shyd (gL-1) 0.1 0.9 0.48081 
32 𝐾i,NH3,Mac (gL-1) 0.1 0.3 0.22095 
33 𝐾i,Cu2+,Abu (gL-1) 0.1 0.9 0.48041 
34 𝐾i,Zn2+,Abu (gL-1) 0.1 0.9 0.48038 
35 𝐾i,Cr2+,Abu (gL-1) 0.1 0.9 0.48008 
36 𝐾i,Pb2+,Abu (gL-1) 0.1 0.9 0.48041 
37 𝐾i,Ni2+,Abu (gL-1) 0.1 0.9 0.48041 
38 𝐾i,Cu2+,Mac (gL-1) 0.1 0.9 0.48044 
39 𝐾i,Zn2+,Mac (gL-1) 0.1 0.9 0.48052 
40 𝐾i,Cr2+,Mac (gL-1) 0.1 0.9 0.47892 
41 𝐾i,Pb2+,Mac (gL-1) 0.1 0.9 0.48042 
42 𝐾i,Ni2+,Mac (gL-1) 0.1 0.9 0.48042 
43 𝐾M,Nio

 (gL-1) 0.001 0.01 0.00528 
44 𝐾M,Pio

 (gL-1) 0.001 0.01 0.00527 
45 𝑘M,suAsu (gL-1) 0.1 0.9 0.47809 
46 𝑘M,aaAaa (gL-1) 0.1 0.9 0.47919 
47 𝑘M,glyAgly (gL-1) 0.1 0.9 0.47978 
48 𝑘M,oaAoa (gL-1) 0.1 0.9 0.47888 
49 𝑘M,proApro (gL-1) 0.01 0.1 0.04837 
50 𝑘M,buAbu (gL-1) 0.01 0.1 0.05169 
51 𝑘M,vaAva (gL-1) 0.01 0.1 0.05266 
52 𝑘M,H2Mhyd (gL-1) 0.01 0.1 0.03533 
53 𝑘M,acMac (gL-1) 0.1 0.5 0.10038 
54 𝑘M,Sio,atSs (gL-1) 0.1 0.5 0.28649 
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55 𝑘M,proSpro (gL-1) 0.1 0.5 0.29016 
56 𝑘M,Sio,atSpro (gL-1) 0.1 0.5 0.29016 
57 𝑘M,acSac (gL-1) 0.1 0.5 0.28999 
58 𝑘M,Sio,atSac (gL-1) 0.1 0.5 0.28999 
59 kM,H2Shyd (gL-1) 0.01 0.1 0.05147 
60 𝑘M,Sio,atShyd (gL-1) 0.01 0.1 0.05041 
61 𝜇Asu,max,𝑇opt

 (day-1) 1.0 10.0 5.29994 
62 𝜇Aaa,max,𝑇opt

 (day-1) 1.0 10.0 5.30838 
63 𝜇Agly,max,𝑇opt

 (day-1) 1.0 10.0 5.28801 
64 𝜇Aoa,max,𝑇opt

 (day-1) 1.0 10.0 5.30106 
65 𝜇Apro,max,𝑇opt

 (day-1) 1.0 12.0 6.49033 
66 𝜇Abu,max,𝑇opt

 (day-1) 1.0 10.0 5.22845 
67 𝜇Ava,max,𝑇opt

 (day-1) 1.0 10.0 5.24772 
68 𝜇Mac,max,𝑇opt

 (day-1) 1.0 20.0 10.86708 
69 𝜇Mhyd,max,𝑇opt

 (day-1) 1.0 10.0 5.40755 
70 𝜇Ss,max,𝑇opt

 (day-1) 1.0 10.0 5.26495 
71 𝜇Spro,max,𝑇opt

 (day-1) 1.0 10.0 5.28305 
72 𝜇Sac,max,𝑇opt

 (day-1) 1.0 10.0 5.28666 
73 𝜇Shyd,max,𝑇opt

 (day-1) 1.0 10.0 5.28801 
74 𝑏dec,Asu (/) 0.01 0.05 0.02899 
75 𝑏dec,Aaa (/) 0.01 0.05 0.02907 
76 𝑏dec,Agly (/) 0.01 0.05 0.02902 
77 𝑏dec,Aoa (/) 0.01 0.05 0.02903 
78 𝑏dec,Apro (/) 0.01 0.05 0.02783 
79 𝑏dec,Abu (/) 0.01 0.05 0.02827 
80 𝑏dec,Ava (/) 0.01 0.05 0.02880 
81 𝑏dec,Mac (/) 0.01 0.05 0.01001 
82 𝑏dec,Mhyd (/) 0.01 0.05 0.01253 
83 𝑏dec,Ss (/) 0.01 0.05 0.02914 
84 𝑏dec,Spro (/) 0.01 0.05 0.02903 
85 𝑏dec,Sac (/) 0.01 0.05 0.02902 
86 𝑏dec,Shyd (/) 0.01 0.05 0.02808 
87 (𝐾L𝑎)CO2,a (oC-1day-1) 1.0 5.0 2.89764 
88 (𝐾L𝑎)CO2,b (day-1) 10.0 20.0 14.75347 
89 (𝐾L𝑎)CH4,a (oC-1day-1) 1.0 5.0 2.90732 
90 (𝐾L𝑎)CH4,b (day-1) 10.0 20.0 14.75598 
91 (𝐾L𝑎)H2,a (oC-1day-1) 0.0001 0.001 0.00034 
92 (𝐾L𝑎)H2,b (day-1) 0.001 0.01 0.00510 
93 (𝐾L𝑎)H2S,a (oC-1day-1) 0.0001 0.001 0.00010 
94 (𝐾L𝑎)H2S,b (day-1) 0.001 0.01 0.00281 
95 (𝐾L𝑎)NH3,a (oC-1day-1) 0.0001 0.001 0.00053 
96 (𝐾L𝑎)NH3,b (day-1) 0.001 0.01 0.00528 
97 𝑘cryst,CaCO3

 (day-1) 5.0 10.0 7.42617 
98 𝑘cryst,MgCO3

 (day-1) 5.0 10.0 7.37970 
99 𝑘cryst,FeCO3

 (day-1) 5.0 10.0 7.42335 
100 𝑘cryst,NiCO3

 (day-1) 5.0 10.0 7.37760 
101 𝑘cryst,CuCO3

 (day-1) 5.0 10.0 7.37770 
102 𝑘cryst,PbCO3

 (day-1) 5.0 10.0 7.37759 
103 𝑘cryst,ZnCO3

 (day-1) 5.0 10.0 7.37813 
104 𝑘cryst,FeS (day-1) 50.0 100.0 73.74520 
105 𝑘cryst,NiS (day-1) 50.0 100.0 73.77575 
106 𝑘cryst,CuS (day-1) 50.0 100.0 73.77565 
107 𝑘cryst,PbS (day-1) 50.0 100.0 73.77575 
108 𝑘cryst,ZnS (day-1) 50.0 100.0 73.77525 
109 𝑘cryst,Ca3(PO44)2

 (day-1) 50.0 100.0 73.79385 
110 𝑘cryst,Fe3(PO44)2

 (day-1) 50.0 100.0 73.76085 

111 𝑘cryst,Ni3(PO44)2
 (day-1) 50.0 100.0 73.77580 

112 𝑘cryst,MgNH4PO4
 (day-1) 100.0 200.0 147.87560 

113 𝑘cryst,K MgPO4
 (day-1) 50.0 100.0 73.84320 

114 pKAsu
lo  (/) 4.5 5.5 4.97564 

115 pKAsu
up  (/) 7.5 8.5 7.97649 

116 pKAaa
lo  (/) 4.5 5.5 4.97558 

117 pKAaa
up  (/) 7.5 8.5 7.97601 

118 pKAgly
lo  (/) 4.5 5.5 4.97555 

119 pKAgly
up  (/) 7.5 8.5 7.97580 

120 pKAoa
lo  (/) 4.5 5.5 4.97560 

121 pKAoa
up  (/) 7.5 8.5 7.97621 

122 pKApro
lo  (/) 5.5 6.5 5.97771 

123 pKApro
up  (/) 8.0 9.0 8.48162 

124 pKAbu
lo  (/) 5.5 6.5 5.97646 

125 pKAbu
up  (/) 8.0 9.0 8.48030 

126 pKAva
lo  (/) 5.5 6.5 5.97590 

127 pKAva
up  (/) 8.0 9.0 8.47841 

128 pKMac
lo  (/) 5.5 6.5 5.97397 

129 pKMac
up  (/) 8.0 9.0 8.49239 

130 pKMhyd
lo  (/) 5.5 6.5 5.97724 

131 pKMhyd
up  (/) 8.0 9.0 8.47170 

132 pKSs
lo  (/) 5.5 6.5 5.97527 

133 pKSs
up (/) 7.5 8.5 7.97432 

134 pKSpro
lo  (/) 5.5 6.5 5.97553 

135 pKSpro
up  (/) 7.5 8.5 7.97556 

136 pKSac
lo  (/) 5.5 6.5 5.97558 

137 pKSac
up  (/) 7.5 8.5 7.97567 

138 pKShyd
lo  (/) 5.5 6.5 5.97586 

139 pKShyd
up  (/) 7.5 8.5 7.97696 

140 𝛼Asu (K-1day-1) 0.00015 0.00019 0.00017 
141 𝛼Aaa (K-1day-1) 0.00015 0.00019 0.00017 
142 𝛼Agly (K-1day-1) 0.00015 0.00019 0.00017 
143 𝛼Aoa (K-1day-1) 0.00015 0.00019 0.00017 
144 𝛼Apro (K-1day-1) 0.00015 0.00019 0.00017 
145 𝛼Abu (K-1day-1) 0.00016 0.00020 0.00018 
146 𝛼Ava (K-1day-1) 0.00016 0.00020 0.00018 
147 𝛼Mac (K-1day-1) 0.00015 0.00019 0.00017 
148 𝛼Mhyd (K-1day-1) 0.00015 0.00019 0.00017 
149 𝛼Ss (K-1day-1) 0.00016 0.00020 0.00018 
150 𝛼Spro (K-1day-1) 0.00016 0.00020 0.00018 
151 𝛼Sac (K-1day-1) 0.00016 0.00020 0.00018 
152 𝛼Shyd (K-1day-1) 0.00016 0.00020 0.00018 
153 𝑇Asu,opt (oC) 50 60 54.75515 
154 𝑇Asu,max (oC) 60 70 64.75515 
155 𝑇Asa,opt (oC) 50 60 54.75515 
156 𝑇Aaa,max (oC) 60 70 64.75515 
157 𝑇Agly,opt (oC) 50 60 54.75515 
158 𝑇Agly,max (oC) 60 70 64.75515 
159 𝑇Aoa,opt (oC) 50 60 54.75515 
160 𝑇Aoa,max (oC) 60 70 64.75515 
161 𝑇Apro,opt (oC) 50 60 54.75513 
162 𝑇Apro,max (oC) 60 70 64.75515 
163 𝑇Abu,opt (oC) 55 65 59.75517 
164 𝑇Abu,max (oC) 65 75 69.75515 
165 𝑇Ava,opt (oC) 55 65 59.75516 
166 𝑇Ava,max (oC) 65 75 69.75515 
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167 𝑇Mac,opt (oC) 50 60 54.75522 
168 𝑇Mac,max (oC) 60 70 64.75515 
169 𝑇Mhyd,opt (oC) 50 60 54.75515 
170 𝑇Mhyd,max (oC) 60 70 64.75515 
171 𝑇Ss,opt (oC) 30 40 34.75274 
172 𝑇Ss,max (oC) 60 70 64.75389 
173 𝑇Spro,opt (oC) 30 40 34.75592 
174 𝑇Spro,max (oC) 60 70 64.75487 
175 𝑇Sac,opt (oC) 30 40 34.75672 
176 𝑇Sac,max (oC) 60 70 64.75518 
177 𝑇Shyd,opt (oC) 30 40 34.75631 
178 𝑇Shyd,max (oC) 60 70 64.75447 

 

The biogas flow rates, obtained by simulation with the initial and 
various optimal values of design parameters (computed with active 
design variables from Sets 1 to Set 3 – optimal design), are 
compared to the measured data in Figure 6. The mean biogas flow 
rate, obtained with initial values of design parameters, differs on 
average from the measured values by around 6.5 % (average 
absolute daily difference divided by average daily measurement). 
By far the largest improvement of these results is reached by 
optimizing the active design variables of Set 1. Further optimization 
of the Set 2 and Set 3 gradually also improves the result but the 
improvements are becoming progressively small. It is clearly 
evident that the biogas flow rate obtained with the optimal 
(calibrated) values of all 178 design parameters, presented in 
Table 2, are the closest to the measured biogas rates. The simulated 
data of biogas flow rate agree very well with the measured values; 
the average difference is less than 0.1%. The total biogas volume, 
delivered by the biogas plant within 365 days, is by about 7% higher 
than the one computed with the initial values of design parameters. 
After optimization, this difference becomes practically negligible 
(less than 0.5%). 

 
Figure 6. Dynamics of biogas flow rate, BioModel calibration. 

The CH4 flow rates, obtained numerically with the initial and the 
optimal values of design parameters from various sets, are compared 
to the measured data in Figure 7. Initially, the simulated CH4 flow 
rate differs from the measured one by 9.4% on average. By 
optimizing the active design variables of Set 1, this difference is 
decreased substantially, while further improvements obtained by 
optimizing the design parameters from Set 2 and Set 3 are rather 
small, resulting in the final difference of approximately 1.2%. The 
total produced CH4 volume, delivered by the plant within 365 days, 
is around 10% higher than the one computed with the initial values 
of design parameters. After the optimization, this difference is below 
0.3%. 

 
Figure 7. Dynamics of  CH4 flow rate, BioModel calibration. 

The numerically obtained H2  flow rate history is compared to 
measured data in Figure 8. It can be observed that the substantial 
difference between measured and simulation (initial design) 
decreased drastically after optimizing Set 1. Further optimization 
including more design parameters improves gradually the result. 
The average difference, which was initially approximately 138%, 
fell after optimizing Set 1 to about 8.6% and after optimizing Set 3 
to 1%. With fully optimized design parameters, the computed total 
H2 volume differs by around 0.1% from the measured data; initially 
this difference was around 138%. 

 
Figure 8. Dynamics of  H2 flow rate, BioModel calibration. 

Figure 9 shows the comparison of dynamics of H2S  flow rate, 
obtained by simulation and experiment. Similar to H2 flow rate, it 
can be observed that the difference between measured and initial 
design is substantially. These differences are reduced significantly 
after optimizing the Set 1; however, little further progress can be 
observed after optimizing Set 2 and Set 3. Low values of H2S flow 
rate can be obtained by considering the Kemira BDP-840 additive, 
which contains FeCl2 to reduce H2S content in the produced biogas. 
The average difference, which was initially approximately 535%, 
fell after optimizing the design variables of Set 3 to a negligible 
value. With fully optimized design parameters (Set 3), the computed 
total H2S volume differs by less than 0.1% from the measured data; 
initially this difference was over 539%. 

 
Figure 9. Dynamics of  H2S flow rate, BioModel calibration. 

The numerically obtained dynamics of pH values are compared to 
experimental data in Figure 10. It can be seen that after the 
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stabilization period of 135 days, the optimal values of design 
parameters deliver a rather constant pH value very close to pH 7.7, 
which is the mean measured value. The average difference, which 
was initially approximately 4.5%, fell after optimizing the design 
variables of Set 3 to less than 0.3%. 

 
Figure 10. Dynamics of  pH value, BioModel calibration. 

According to the presented results, one can say that the optimization 
of the most important parameters (Set 2) yields relatively good 
results. For the fine tuning, however, the activation of all design 
parameters (Set 3, Optimal) may be worth a consideration. 

B. BioModel validation 
The calibrated values of all 178 design parameters were validated 
by using another set of measured data from the same biogas plant. 
The comparison between measured and predicted values of pH 
value, biogas and CH4 flow rates are given in Figure 11. 

 
Figure 11. Dynamics of biogas and CH4 flow rates and pH value, 

BioModel validation. 

Figure 12 shows the dynamics of H2 and H2S flow rates, obtained 
by measurements and simulation. 

 
Figure 12. Dynamics of  H2 and  H2S flow rates, BioModel 

validation. 

From Figure 11 and Figure 12 it can be seen, that the dynamics of 
the predicted AD performances follow very well the dynamics of the 
measured AD performance through the 365 days. The agreement 
between all measured and predicted AD performances is quite good; 
therefore, it can be concluded that the calibrated values of all 178 

design parameters by using the proposed ASO procedure enable 
satisfactory prediction of the AD process. 

C. Evaluation of the ASO procedure 
For the evaluation of the proposed ASO procedure, the measured 
and predicted AD performances are estimated by two statistical 
indicators (SI): coefficient of determination (𝑅2), Eq. (5), and the 
relative index of agreement 𝐼A,rel, Eq. (6) [12, 30]. 

𝑅2 = (
∑ |𝑦exp,𝑖−𝑦̅exp| |𝑦NS,𝑖−𝑦̅NS|  𝑛

𝑖=1

√∑ (𝑦exp,𝑖−𝑦̅exp)
2𝑛

𝑖=1  √∑ (𝑦NS,𝑖−𝑦̅NS)
2𝑛

𝑖=1

)

2

  (5) 

𝐼A,rel = 1 −
∑ (

𝑦exp,𝑖−𝑦NS,𝑖

𝑦̅exp
)

2
𝑛
𝑖=1

∑ (
|𝑦NS,𝑖−𝑦̅exp| + |𝑦exp,𝑖−𝑦̅exp| 

𝑦̅exp
)

2

𝑛
𝑖=1

  (6) 

 

where 𝑛 is the number of comparison points, 𝑦exp,𝑖 and 𝑦NS,𝑖 relate 
to the measured and predicted values of AD performance at 𝑖th day 
of the AD process, respectively, while  𝑦̅exp  and 𝑦̅NS  are average 
values of the measured and predicted AD performance of the 
complete AD process, respectively. 

The coefficient of determination 𝑅2 and relative index of agreement 
𝐼A,rel in case of BioModel calibration and BioModel validation are 
given in Table 3. 
 

Table 3. Statistical indicators for ASO procedure 

SI Mode Design 𝑄CH4
  𝑄H2

  𝑄H2S  𝑄biogas 

𝑅2 Calibration Initial 0.8215 0.4389 0.6073 0.8314 
Optimal 0.8310 0.6459 0.5985 0.8324 

Validation 0.8299 0.6130 0.6226 0.8616 

𝐼A,rel 
Calibration Initial 0.7569 0.0663 0.0317 0.8514 

Optimal 0.9350 0.8048 0.7582 0.9406 
Validation 0.9352 0.7823 0.7455 0.9535 

 

The obtained values of the statistical indicators confirm that the 
presented ASO procedure based on the included BioModel are 
reliable and efficient. It is clearly evident, that the optimization of 
all 178 parameters results in the improvement of the accuracy of 
simulation when compared with the BioModel containing only 113 
design parameters [12]. 
 

V. CONCLUSIONS 
The agreement of the obtained results by numerical simulation of 
the AD process in a single CSTR of a full-scale biogas plant and the 
measured AD performance through the observed two years, 
confirms the efficiency of the used AD BioModel which takes into 
account the Kemira BDP-840 additive to reduce H2S content in the 
produced biogas. Furthermore, it is evident that the active set 
optimization procedure and the engaged gradient-based optimizer to 
calibrate all 178 feedstock and model parameters is reliable and 
efficient, especially, if the computation of design derivatives is 
parallelized. 
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Abstract 

The case history is of a community called “La Cañada” which is 
found in the municipality of Huixquilucan, Estado de México, 
Mexico. It is a village not far from the eastern edge of Mexico City 
and thus subject to strong social and transcultural pressures. A 
covering based on textile fibres was proposed for an experimental 
building in the aforementioned village. The design of the covering 
took into account relevant climatic factors such as temperature, 
humidity and rainfall. A double roof was proposed which would 
attenuate extreme low temperatures and at the same time be 
impervious. The whole proposal was made considering the villagers, 
especially their average income (to assure economic feasibility). 
Statistics for the population were consulted: age distribution, 
gender, religion etc. with a view to grounding the proposal in their 
local needs. However, during the development of the proposal, a 
question arose: are we really designing for this population or are we 
assuming that they will appropriate the suggested materials and will 
they identify with our objectives of lower energy use and greater 
sustainability? This was the objective of the research herein 
presented. 

Initially a comparison was made between the official 
Environmental Education in Mexico and that with which the 
population has been imbued. Following this a traditional 
characterisation of the place and how it was changing in relation to 
what the inhabitants considered to be their ‘ideal’ in terms of spaces 
and forms, or what architectural elements occur in their dreams of 
the future. The work is based on the results of statistical analysis of 
questionnaires. Two types of questionnaires were developed which 
correspond to two different objectives. Focus groups were organized 
to allow a result close to reality to be obtained. 

The first questionnaire was multiple choice which allowed a fast 
application. This was oriented to find out what was the ideal 
architecture that the subjects would want some day, and to map what 
for them was Environmental Educaction and if they had a 
commitment and awareness with regard to Ecology, Energy and 
Sustainability. This questionnaire was applied at the 10% level (52 
questionnaires) in the same proportion as the distribution of age and 
gender that the National Institute for Statistics and Geography 
(INEGI) reports for the village (discarding children under ten years 

of age, considering that they don’t yet have a structured reply to this 
type of questionnaire). 

A second questionnaire consisted of questions that concerned 
the feeling and perception of an architecture of the type proposed 
and whether the subjects would adopt the proposed roof design. To 
achieve this couples and families were invited to stay in the 
prototype dwelling during two days. A total of five families accepted 
the invitation, amounting to thirteen villagers corresponding to 2.5% 
of the population. The second questionnaire was applied to these 
subjects. 

The necessary data was obtained and analysed to reach a 
conclusion. The conclusion was surprising and saddening in that it 
was realized that Environmental Education and architectural 
proposals with energy efficiency were not part of their everyday 
language. In reality they didn’t consider them a priority and some 
didn’t know their meaning although they had heard of them 
mentioned “on the telly”. For them their status relative to there peers 
in the community was more important than to live comfortably, 
including indoor temperatures and humidity. Upon enquiring if they 
would reproduce the proposal in their own homes they clearly 
responded that only if all the community knew and that they could 
then ‘teach’ it. The most notable conclusion reached from this 
research was that in addition to proposing solar housing that is 
energy efficient and sustainable, the duty of researchers is to 
communicate not only to professional peers but also bring this 
knowledge to the Mexican population in general  so that they can 
appropriate these proposals such that they are assimilated into 
everyday customs and behaviours. 

This research has taught that very little has been achieved in 
public awareness of energy use in villages, nor has work been 
carried out in a coordinated manner to accomplish it (except for a 
few communities where organized groups have worked in them). In 
addition to the techniques and technologies, social work is needed 
to promote environmental education and “solar culture” such that it 
becomes an inherent part of the majority of social groups. 

 

 
IEECP’22, July 21-22, 2022, Oxford, United Kingdom 
Copyright: © 2022 by the author(s) | Licensee IEECP – SCI-INDEX  
Open access article distributed under the terms and conditions of CC BY license. 
https://creativecommons.org/licenses/by/4.0/ 

mailto:egarcialopez@dccd.mx
https://creativecommons.org/licenses/by/4.0/


International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 

1 

 

 
Assessing the Overall Feasibility of a Commercial Scale Food 

Irradiation Facility in Manila, Philippines 
 

Chua, Justin 
Student 

International School Manila 
Manila, Philippines 

chuaju@ismanila.org 

 

Abstract 

Food irradiation is a novel, up and coming technology that 
preserves and extends the lifespan of food. The Philippines 
(more specifically, its capital city of Manila) is yet to capitalize 
on this effective technique, which has the potential to mitigate 
many of its pervasive issues such as hunger and food insecurity, 
unnecessary food wastage, and air pollution. Many of the 
Philippines’ neighboring countries in the Asia-Pacific region 
(such as China, Japan and India) have had major success 
implementing food irradiation facilities. In fact, the Philippines 
already has a semi- commercial irradiation facility in 
Intramuros, Manila; however, it’s relatively small and its 
impacts are negligible. Currently, there is a dearth of research 
on the feasibility of utilizing this technology on a larger scale in 
the Philippines, but the potential benefits a larger facility could 
bring to the country are too significant to ignore. Thus, this 
paper will conduct a cost-benefit analysis to assess the feasibility 
of the Philippines constructing a commercial scale gamma 
irradiation facility with a capacity of 1 millicurie (MCi)—
comparable to those found in the aforementioned neighboring 
countries and 12 times larger than the current facility in 
Intramuros. A variation of Bateman et al.’s SEER framework 
(“Social, Economic and Environmental Assessment for Land 
Use Decision Making” model)—which evaluates a project from 
its environmental, economic, and social impacts—will be 
utilized to guide the cost- benefit analysis, in conjunction with 
the 5-point Likert assessment framework. Overall, the results 
deemed that a larger scale facility had a cost-benefit ratio of 1:5 
and would be highly advantageous for the Philippines. 

Keywords: cost-benefit analysis, economic, environmental, 
food irradiation, social 
 

I. INTRODUCTION 
Food irradiation is a versatile technique that helps solve various 

issues such as hunger and food waste through the preservation of 
food. The food irradiation process exposes products to a source of 
ionizing radiation for a predetermined time to sterilize the product. 
There are three types of radiation based processes approved for use 
on foods: Gamma rays, X-rays and Electron beams, however this 

paper will focus on the utilization of gamma rays. Gamma rays 
irradiate products by emitting sources of radiation from the elements 
Cobalt 60 or Cesium 137, these rays then kill disease-causing 
microorganisms in the food which increases the shelf life of 
perishable products. Other benefits of this process are, the reduction 
of the risk of food borne illnesses, prevention of invasive pests and 
delaying or even eliminating sprouting or ripening. In order to utilize 
this technique, a radiation facility must be built. Currently there are 
180 large-scale gamma irradiation facilities in 42 countries which 
irradiate approximately 500,000 MT of food products worldwide 
each year, in particular, herbs and spices are among top irradiated 
foods [9]. However, in Manila and the Philippines, there are no 
commercial scale facilities. Other countries have had major success 
with this technology and even the semi-commercial facility in 
Manila has shown the potential of food irradiation. So this begs the 
question, would a commercial scale facility be beneficial to Manila? 
To start, the Philippines is filled with significant issues such as 
hunger, food waste and the production of methane emissions, which 
on the base level, food irradiation on a larger scale would tackle. It 
also creates the opportunity to make profit through more efficient 
exports and renting the facility. Thus, a cost benefit analysis will be 
conducted to determine a conclusion.  

II. METHOD 
In this paper, a cost-benefit analysis will be conducted to 

determine whether a commercial scale radiation facility would be 
beneficial in Manila and the Philippines. This will be done through 
the evaluation of a theoretical gamma ray facility which will have a 
capacity of 1 MCi—12 times larger than the existing facility in 
Intramuros. The cost-benefit analysis will be guided by Bateman et 
al.’s SEER framework [17]—which analyzes the social, economic 
and environmental impacts of the project—and various assessment 
schemes or indicators will be used within each individual category. 
For the environmental pillar, the benefits of reduced food waste, 
methane emissions, and the increase in the food’s lifespan will be 
compared to the cost of energy consumption. For the economic 
pillar, the benefits in local and international revenue will be 
juxtaposed against the financial costs of conducting the radiation 
and costs to build the facility. Lastly, for the social pillar, the 
benefits of reduced hunger and increased job opportunities will be 
compared to the cost of exposing employees to radiation and the 
radiation hazards to the surrounding environment. From there, each 
individual indicator within the cost-benefit analysis will be 
evaluated using the Likert framework, which ranks the 
performances on a scale of 1 to 5, with 1 being the poorest score and 
5 being the highest [10]. This will allow us to attain a cost-benefit 
ratio (benefits divided by cost). If the average ratio is greater than 1, 
the benefits outweigh the costs and the facility can be deemed 
overall beneficial.  
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III. RESULTS 
A. Environmental Impacts 

I. Benefits 
The first environmental benefit is the reduction of food waste. 

Using food irradiation will prolong the lifespan of food, reducing 
food waste. According to World Wildlife Fund-Philippines, an 
estimated 439,350 tons of food scraps  

in Metro Manila alone are thrown in the garbage annually [13]. 
Using data from the Intramuros facility (Cobalt-60 Multipurpose 
Irradiation Facility or MIF) on tons irradiated per year, an 

exponential trend of  . Using this 
equation, the tons of food this plant will irradiate in 2020 is 
estimated to be 641 tons. Since the capacity of the theoretical facility 
is 12 times larger than MIF, the tons irradiated annually at the 1 MCi 
facility would be 7,719 tons. Equation 1 will calculate the food 
waste reduction index (F.W.R.I.), where 0 represents an ineffective 
project and 1 denotes a perfectly effective project. 

 
The value of this index may seem low and insufficient, but 

considering other food waste reduction methods into consideration, 
reducing 1.8% of the entire food waste of Metro Manila with just 
one factory is remarkable. Furthermore, the increased efficiency that 
comes with larger scale facilities that the Philippines is yet to 
experience suggests high potential in this new technology. Thus, it 
is determined that the environmental benefit of the reduction of food 
waste scores a 4. 

 
The reduction of food waste has a domino effect as it also reduces 

methane emissions from landfills, another major problem in the 
Philippines. Currently, Metro Manila has three major landfills that 
cumulatively produce 11.71 million tons of methane gas annually 
due to food decomposition [12]. According to Biocycle, 1 dry ton of 
food waste produces approximately 65 kg of methane [5]. Thus, the 
1 MCi facility would decrease methane emissions from food waste 
by 1,501,735 tons. To put this into perspective, Equation 2 will 
calculate the methane emissions reduction index (M.E.R.I.), where 
0 represents an ineffective project and 1 denotes a perfectly effective 
project. 

 
13% of Metro Manila’s methane emissions is an extremely 

significant reduction considering this positive impact is just from a 
single irradiation facility alone. Furthermore, this value is even more 
impressive due to the fact that the irradiation facility’s primary 
purpose is to prolong the lifespan of food and not reduce methane 
emissions. This is a huge added environmental benefit, hence it is 
determined that the environmental benefit of reduction of methane 
emissions is a 5 on the Likert scale. 

 
The third benefit is the increase in the food’s lifespan without 

changing its nutrients through the irradiation. The United States’ 
credible Food and Drug Administration has spent more than 30 
years assessing the safety of irradiated food and has concluded the 
process to be safe and beneficial [4]. To illustrate, Table 1 displays 
the impact of irradiation for various foods. 

 
 

Table 1: Impact of Irradiation on Various Food Products 

 
Moreover, irradiating fruits benefits the exporting process as it 

allows the fruit to be exported without quarantine processing. The 
two top exported fruits of the Philippines are mangoes and bananas, 
and according to an experiment done by Bangladeshi scientists, 
when a banana was treated with <1 kGy, the banana’s shelf life was 
extended by 20 days [19]. The International Atomic Energy Agency 
also released an article stating, “low dose gamma irradiation of 
mangoes in the dose range 10 to 200 krad alone or in combination 
with other physical and chemical treatments (i.e. hot water dipping 
and skin coating with 9 percent emulsion of acetylated 
monoglyceride) show that physiological, pathological and 
entomological factors can be controlled to extend the shelf-life of 
mangoes by one to two weeks.” [18] Food irradiation may not be the 
cheapest option to extend a product’s lifespan, however its ability to 
not interfere with the product’s nutritional value is highly beneficial. 
Alternative methods to increase the lifespan of food, such as 
canning, bottling and pasteurization, either chemically alter the 
nutrients or don’t fully eliminate all microorganisms. Thus, it is 
determined that the environmental benefit of increasing the food’s 
lifespan without changing any nutrients is ranked a 3. 

 
To encapsulate, Equation 3 will calculate the average score of the 

environmental benefits for the cost-benefit ratio.  

 
This average rating of 4 is very high. 

 
II. Costs 

The first cost is energy consumption, the use of a gamma ray 
facility requires a lot of energy. A 60-kW Cobalt-60 facility 
operating for 6,000 hours in one year uses 2.7 × 1012 joules/year 
[7]. Using this as a reference point, the 1 MCi facility can be 
estimated to need 4.5 × 1013  joules/year, which is a good amount 
of energy. However, with every method comes energy usage in one 
way or another so this cost can be deemed insignificant. On top of 
this, the benefits brought at the cost of this energy for a facility 
makes this a good investment. Thus, it is determined that the 
environmental cost of energy consumption is a 2. 

 

Food Products Impact Results 

Garlic, onion, 
potatoes, yams 

Prevents sprouts Reduces food 
spoilage 

Pork Kills trichinella 
spiralis worms 

Reduces food borne 
diseases 

Fruits and vegetables Kills insects  
Delays ripening 

Increases food safety 
Prolongs shelf life 

Meat, poultry, fish, 
seafood 

Inactives pathogens 
and microorganisms 

Prolongs shelf life, 
and preserves food 

for export 
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This average rating is 2. 
 

III. Cost-Benefit Ratio 
Using our determined ratings, we can deduce a cost-benefit ratio 

for the environmental pillar using Equation 5. 

 
To interpret this value, Table 2 can be consulted. 
 

Table 2: Interpretation of Cost-Benefit Ratio 

Benefit/Cost Ratio Interpretation 

> 1 Beneficial 

= 1 Neutral 

< 1 Costly 

Thus, with a cost to benefit ratio significantly greater than 1, the 
environmental impacts of the 1 MCi irradiation facility have a net 
positive effect and would be overall beneficial to the country. 
 

B. Economic Impacts 
Recognizing the lack of an economic framework that fully 

encompasses the unique components of food security infrastructure 
and technology, we have developed a new system. We identified 
that the major economic factors that contribute to projects such as 
these are generally 1) profits from the local market, 2) profits from 

the international export market, 3) costs of technology, 4) cost 
incurred from the facility. As these are the four major economic 
factors regarding these projects, we can bring these together to 

determine the net economic impact. 
 

I. Benefits 
The first economic benefit is the local revenue generated from 

using the facility. In 2015, the Philippines Nuclear Research 
Institute (PNRI) produced revenues of ₱7 million from the 500 tons 
of food irradiated at MIF. Using this rate, the local revenue of the 1 
MCi facility is estimated to be ₱108,006,000. To standardize this 
statistic, the 63.3 MW Calatagan Solar Farm (one of the Philippines 
government’s most successful projects) will be used as a 
benchmark. Equation 6 will calculate the percentage yield of the 
annual local revenue for the irradiation facility in comparison to the 
Calatagan Solar Farm.    

 

 
A 107% yield is phenomenal. With the value being greater than 

100% , it indicates the estimated local revenue of the facility is 
greater than the income of a very successful government project. 
Additionally, the irradiation facility project is much cheaper to 
execute than the solar farm, costing ₱249.4 million and ₱5.7 billion 
respectively [3], a difference of ₱5,450,578,300. This data 
demonstrates the potential of an irradiation facility, it can cost 

1/25 less than a solar farm and still generate more revenue. 
The MIF provided services for 80 clients, with a bigger 
facility there will be more room for clients or significantly 
larger orders. Therefore, it is determined that the economic 
benefit of local revenue generated receives a 5 on the Likert 
scale.  

 
Not only will the irradiation facility generate local revenue, it can 

also produce International revenue through exports. The Philippines 
Department of Agriculture had plans to develop a commercial scale 
irradiation facility to serve the purpose to irradiate the country’s top 
food product exports like mango, pineapple, and banana, however 
these plans haven’t followed through yet. Food irradiation 
specifically of fruit can be beneficial for the exporting process as it 
speeds up the quarantining process of the products as it arrives in the 
US or other country. According to Oxford Business Group, in 2013, 
the Philippines exported 4.42 billion kg of fruits and vegetables 
worth a combined total of 1.97 billion USD or ₱98.7 billion [14]. 
Using this data, if 20% of the tons irradiated at the facility (1543.8 
tons) are dedicated for exports, the estimated gross profit of the 
exported goods would be ₱34,314,582. In order to determine the net 
profit of the exported goods, the cost of the irradiation must be 
calculated, which can be quantified through Table 3. 

 
Table 3: Dosage and Cost of Irradiation on Various Food Products 

 
If the 20% of tons irradiated is separated into 15% fruit and 5% 

vegetables, the cost of irradiation would be ₱14,280,150. Therefore, 
the net profit of exported goods from the irradiation facility would 
be ₱20,212,987. Furthermore, the goods exported are often sold at a 
price higher than the expected value. For example, in 2018, the 
Philippines banana exports for all purchasing countries surged to 1.5 
billion USD from 1.4 billion USD [16]. Thus, it is determined that 
the economic benefit of international revenue scores a 4 on the 
Likert scale. 

 
To summarize, Equation 7 will calculate the average score of the 

economic benefits for the cost-benefit ratio.  

 
This average rating of 4.5 is extremely high. 

 
II. Costs 

The first economic cost is the cost of the technology. In order to 
irradiate food products, radiation must be utilized, which can be 
quite expensive. Using Table 3 and the estimate that fruits, 

Food Products Dosage (kGy) Cost of Irradiation 
(PHP/kg)  

Meat 3 25 

Seafood  3  25 

Rice 1 10 

Fruits (Banana, Pineapple & 
Mango) 

1 10 

Vegetables (Onions, Garlic 
& Potatoes) 

0.1 7 



International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 

4 

 

vegetables, meat and seafood, and rice make up 70%, 20%, 5%, 5% 
of the food irradiated respectively, the total dosage needed to 
irradiate all the food for one year would be 7,101,400 kGy. The cost 
of this radiation would be ₱78,348,000, a hefty amount of money. 
Currently, there is no way to lower this price without changing the 
dosage of radiation, however modifying the measurements would 
affect the irradiation process and may take away the benefits of this 
technology. The only way to justify this expense is through the 
benefits brought by this process or that every alternative method 
would still cost money to implement. In the end, despite all the 
benefits, it cannot be denied that food irradiation is on the more 
expensive end of food preserving techniques costing millions.  Thus, 
it is determined that the economic cost of the price of resources earns 
a 4 out of 5.  

 
In order to even perform food irradiation, a gamma ray facility 

must be built. According to the University of Wisconsin, a typical 
commercial processing plant, specifically a gamma irradiation 
facility involves a capex of around 5 million USD as per estimates 
[11]. Converting that to PHP would make the cost to build a 1 MCi 
facility ₱249,421,700, a large capital investment. This may sound 
like a lot of money, however this is within the price range of plants 
for other technologies. For example, a moderately-sized, ultra-high 
temperature plant for sterilizing liquids costs about 2 million USD 
or ₱100.4 million [11]. Another example is a small vapor-heat 
treatment plant for disinfecting fruits, which costs about 1 million 
USD or ₱50.2 million [11]. Besides this, the ₱249,421,700 would 
be a onetime expense, once the facility is built, it just needs to be 
maintained which would not cost as much. Also as shown in the 
economic benefits section, the facility can earn back the invested 
money very quickly after a few years through its local and 
international revenue. Thus, it is determined that the economic cost 
of building a gamma irradiation facility is a 3 on the Likert scale.  

 
Equation 8 will calculate the average score of the economic costs 

for the cost-benefit ratio.  

 
 
 

III. Cost-Benefit Ratio 
Using our determined ratings, we can deduce a cost-benefit ratio 

for the economic pillar using Equation 9 and interpret the results 
using Table 2. 

 
With a cost to benefit ratio greater than 1, the economic impacts 

of the 1 MCi irradiation facility have a net positive effect on the  
country’s economy.  

 
C. Social Impacts 

I. Benefits 
The first social benefit is the reduction of hunger. With food 

irradiation, the lifespan of food increases, reducing waste since 
people won’t need to buy as much food. This means that there is 
more food for the hungry to eat. In 2019 the Food and Agriculture 
Organization (FAO) revealed that 690 million people went hungry 
that year [2]. Using the average weight of an Filipino adult, it can be 

estimated that one Filipino eats about 1290 pounds of food or 0.585 
metric tons [1]. This means that the 1 MCi facility has the potential 
to save food of an amount capable of feeding 13,191 people. This is 
not the largest decrease however this is a passive benefit, thus any 
difference is positive. Hence, it is determined that the social benefit 
of reducing hunger is a 3. 

 
The second social benefit is creating job opportunities. We can 

take a conservative estimate that about 70 job opportunities are 
created from this facility. Not just inside the facility but also on the 
outside such as drivers and farmers. As society moves towards a 
more digital lifestyle, it is important to still have physical job 
opportunities that allow for people to make money and create a 
living which won’t get replaced by AI. The only downside to this 
benefit is that 70 jobs isn’t very many job opportunities for the 
amount of people. Thus, it is determined that the social benefit of 
creating job opportunities is a 2. 

 
Equation 10 calculates the average score for the social benefits. 

 
 

II. Costs 
The first social cost is the negative impacts of prolonged exposure 

to radiation. A lot of risks may occur while working with radiation 
which may be a danger for workers in the facility. At very high 
radiation exposures, death will occur within several months or less. 
At moderate levels, radiation exposure increases the chance that an 
individual will develop cancer [15]. At low levels, the cancer risk 
decreases but still is a concern [15]. On top of this, gamma rays have 
extremely high penetrating power which can pass completely 
through the human body [8]. If it does pass through a human, it may 
damage tissue and DNA [8]. In the end, these costs all come with 
working with radiation, and if the facility is made correctly and run 
properly, this shouldn’t be much of an issue. Thus, it is determined 
that the social cost of prolonged exposure to radiation is a 2. 

 
Additionally, another social cost is the hazard of radiation to a 

gamma ray facility’s surrounding environment. If a facility is poorly 
constructed, it could lead to devastating consequences to its 
surrounding areas. When working with a gamma ray facility, there 
is always the hazard of radiation, if the facility is made poorly, it 
could lead to devastating consequences on the area surrounding it. 
According to an employee from Symec Engineers (India), an 
irradiation plant manufacturer, “While constructing and maintaining 
an irradiation facility is expensive in itself, but what is harder is to 
ensure that the surrounding environment is free from any kind of 
contamination and this can get costly as well.” [6]  Ensuring the 
gamma ray facility is built well should be a priority. Manila is 
packed with 368 people per km2, a fair amount living in clumped 
slums. So one mistake handling the radiation would put millions of 
lives at risk. But as long as the facility is built properly and 
maintained, this shouldn’t be the biggest concern. Many other 
projects pursued that use some form of radiation have been done 
before and there have been close to 0 freak accidents with these 
facilities. Theoretically, if there were to be a tragedy and an area in 
Manila does get contaminated by radiation then it can be expected 
that many people may get infected, this scenario a major factor in 
the scoring for this cost. But to combat this issue, the facility can 
either be built far away from civilization or living areas. Again, as 
long as the facility is built correctly and maintained properly, this 
cost can be disregarded. Thus, it is determined that the 
environmental cost of working with radiation is a 2. 
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Equation 11 calculates the average score for the social costs. 

 
 

III. Cost-Benefit Ratio 
Using our determined ratings, we can deduce a cost-benefit ratio 

for the social pillar using Equation 12 and interpret the results using 
Table 2. 

 
With a cost to benefit ratio greater than 1, the social impacts of the 
1 MCi irradiation facility have a net positive social effect. 
 

IV. CONCLUSION 

 
Using Table 2 to intercept the results, the benefit cost ratio of 1.5 

displays how a commercial scale irradiation facility will be 
beneficial to the Philippines. For this project, improvements can still 
be made on the economic and social pillars, something which can be 
changed with the size of the facility and time. The earlier a facility 
is built, the quicker it can earn the invested money back. Ultimately, 
this research has proven that food irradiation would be an overall 
success and a worthwhile endeavor to invest in. The lessons learned 
from this project should be considered when planning future food 
irradiation plants. 
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Abstract 

Modelling power plants using real process data is crucial in 
determining the cost-effectiveness and flexibility of systems. The 
quality of the elaborated model is determined with the 
validation of the model, which can also give results for the 
operating regimes of the plant, which are not often used in 
practice. In this way, also the operation and responsiveness of 
power plants outside the range of planned operation are 
determined. The model simulates the operation of a diesel 
engine (DE) required to start a combined heat & power plant 
(CHPP) from a black-out or loss of the electrical power network 
supply. The model is made on the basis of data provided by the 
manufacturer and the measured DE data. The results of the 
model enable detailed insight into the characteristics of the DE 
behaviour at different operating regimes. The economic and 
ecological rationale ranges of operation of the DE can be 
determined from the characteristics of operation. The results of 
the model show that the DE operates with a 41.72% average 
efficiency, consumes from 0.114 kg/s of diesel fuel for its 
operation and up to 3.68 kg/s of air, the air ratio ranges from 2.2 
to 2.5. DE develops shaft power up to 2170 kW.  

Keywords: Air-Fuel Equivalence Ratio, Black-Out, Diesel 

Engine, Thermal Efficiency, Shaft Power 

 

I. INTRODUCTION 
Optimization of thermal power systems and ecological awareness is 
a key development strategy of larger thermal power facilities. 
Despite the fact that the production of electricity with low-carbon or 
non-carbon technology is on the rise, it will not be possible to 
completely avoid the production of electricity by burning fossil 
fuels. One of the most efficient methods to convert fossil resources 
or chemically bound energy of gaseous and liquid fuels into 
electricity is the use of gas turbines. 
 

The production of electricity using a gas turbine and an electric 
generator can be ensured in the open cycle [1], where hot flue gases 
after expansion are released through the chimney directly into the 
atmosphere. The disadvantage of this process is the relatively low 
efficiency of the plant, which in practice ranges from 30% to 40%. 
If we want to improve the efficiency, the open cycle is upgraded 
with a boiler, heat recovery steam generator [2] and a steam turbine 
that takes the generated steam from the said boiler and drives its 
electric generator. The really useful efficiencies achieved in this 
process range from 50% to 60%. Such a process is called a combined 
cycle gas turbine [3]. If we have the option of heat extraction, the 
total energy efficiency of the plant can exceed 85%. The operation 
of such an energy system is also called combined heat & power [4]. 

In addition to achieving high energy efficiency, the combined cycle 
gas turbine process is also characterized by its universality. 
Simultaneously with the production of heat and electricity, both 
generators powered by gas and steam turbines can be included in the 
system of balancing the production and consumption of electricity. 
The said balancing is performed by the operators who operate the 
transmission high-voltage system. The entire Slovenian electricity 
system is included in the European interconnection system or the 
European Network of Transmission System Operators for 
Electricity [5]. Individual networks, connected to the 
interconnection by means of the interaction of synchronous 
generators and system regulations of electric frequency, ensure the 
quality of operation of power systems. This means that the power 
hubs, where the dividing line between the transmission and 
distribution of electricity begins, are constantly supplied. In practice, 
however, this balancing means that electricity must be produced 
practically at the same time as the random consumer connects to the 
power supply.  

The combined cycle gas turbine installation is very efficient in 
providing regulation or ancillary services for the needs of working 
or operation of the electricity transmission system. Its fast response 
and gradient of increasing the electric power of the generator 
connected to the gas turbine, allows a very fast adjustment of 
electricity production to its consumption. The system is designed in 
such a way that it also enables the quick start of cold units. The 
advantage of fast start-up of a combined cycle gas turbine is 
especially pronounced when starting from a voltage-free state of the 
power system, since the combined cycle gas turbine is able to ensure 
electricity production in a very short time and thus to maintain the 
frequency of the power grid in a smaller island, which expands by 
adding the resources. 
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In the event of a power system breakdown resulting in a black-out, 
the combined cycle gas turbine needs an energy source to start the 
auxiliary devices needed to start the system. Most often, these 
auxiliary devices are internal combustion engines that drive a 
starting electric generator. In practice, DEs have proven to be 
reliable resources. The task of the DE is therefore to provide, in the 
case of black-out, the electricity needed to start the combined cycle 
gas turbine. 

The paper is designed in such a way that the characteristic data and 
components of the DE are presented first. Then the presentation of 
the simulation model of the DE operation follows, followed by the 
presentation of the results of the simulation model. Finally, a 
summary with the most important findings is presented. 

II. DA CHARACTERISTICS AND 
COMPONENTS  
The DE for CHPP start-up at black-out is turbocharged, aftercooled 
and four-stroke engine and operates with a constant revolution 
frequency of 1500 min-1, which is required to drive the generator. 
The basic characteristic data of the DE are shown in Table 1. 
 
Table 1. The basic characteristic data of DE, industrial engine 

with constant speed [5] 
Manufacturer Mitsubishi 

Model S16R2-PTAW 
Engine type four-stroke, diesel 

Cylinder configuration 16 / 60 °V 
Maximum output power  2167 kW 

Engine speed 1500 min−1 
Aspiration and cooling Turbocharged and 

aftercooled 
Total displacement 79.90 litters 

Bore and stroke 170 mm x 220 mm 
Compression ratio 14:1 

Fuel consumption at full load 0.114 kg/s 
Cooling system Water-cooled 

Combustion system Direct injection 
Fuel injection system Pump – line - nozzle  

 
Figures 1 and 2 were taken during the first phase of the DE tests. 
Figure 1 shows the right side of the body of 60° V16 DE. Each side 
of DE therefore has 8 cylinders.  
 

 
Figure 1. The right side of the body of 60° V16 DE. 

Figure 2 shows the first trial run. The left DE is operating and the 
right DE is in the phase of the first start-up trial run. 
 

 
Figure 2. DE first start-up trial run. 

Figure 3 shows the DE view from the left side with the basic 
components marked. Table 2 presents the basic components of DE 
from Figure 2. 
 

 
Figure 3. View of the DE from the left side with components [7]. 

 

Table 2. The basic characteristic data of the DE, industrial 
engine with constant speed [7] 

 No. Name  No. Name 

Engine 
body 

(1) Front 
hanger 

Lubrication 
system 

(11) Oil filler 

(2) Rear 
hanger 

(12) Oil level 
gauge 

(3) Cylinder 
head 

(13) Oil filter 

(4) Manual 
turning 

gear 

(14) Oil cooler 

Fuel 
system 

(5) Fuel 
injection 

pump Cooling 
system 

(15) Coolant 
inlet 

(6) Priming 
pump 

(16) Coolant 
drain 
cock 

(7) Fuel filter Starting 
system 

(17) Starter 

(8) Fuel 
control link 

Electrical 
system 

(18) Alternator 

(9) Fuel inlet  
(11) Fuel return 

port 
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The left side of Figure 4 shows the view of the DE from the front with 
the basic components marked. The right of Figure 4 shows the view of 
the DE from the back, where the basic components are also marked, 
and Table 3 presents the basic components of the DE from Figure 3. 
 

 
Figure 4. DE front view and DE rear view [7]. 

 
Table 3. The basic characteristic data of the DE, industrial 

engine with constant speed [7] 
 No. Name  No. Name 

Engine 
body 

(1) Damper 

Cooling 
system 

(9) Coolant 
outlet 

(2) Flywheel (10) Thermostat 
case 

Fuel 
system 

(3) Governor 
actuator 

(11) Water pump 

Lubrication 
system 

(4) Breather Inlet 
and 

exhaust 
systems 

(12) Intake port 
(5) Bypass 

oil filter 
(13) Turbocharger 

(6) Oil pan (14) Exhaust 
outlet 

(7) Engine 
oil drain 

port 

 

(8) Oil pump 
 
The remaining necessary DE data required for the production of a 
quality model are shown in Table 4. 
 
Table 4. The remaining DE data, industrial engine with constant 

speed [7] 
ENGINE  

Number of cylinders 16 
Bore 170 mm 

Stroke 220 mm 
Displacement 79.9 litres 

Brake power without fan 2209 kW 
Brake mean effective pressure 21.1 bar 

Mean piston speed 11 m/s 
Maximum regenerative power 152 kW 
PERFORMANCE DATA  

Steady state speed stability band at any 
constant load - electric governor 

± 0.25 % 

Maximum overspeed capacity 1750 rpm 
Moment of inertia of rotating components 33.22 kg*m2 

Cyclic speed variation with flywheel at 1500 
rpm 

1/182 

AIR INLET SYSTEM  
Maximum Intake Air Restriction 0.064 bar 

EXHAUST SYSTEM  
Maximum Allowable Back Pressure 0.059 bar 

LUBRICATION SYSTEM  
Oil Pressure 5 bar 

Maximum oil temperature 105 °C 
Oil capacity of standard pan 240 litres 

COOLING SYSTEM  
Coolant capacity of jacket 157 litres 

Coolant capacity of air cooler 33 litres 
Maximum external friction head at engine 

outlet 
0.34 bar 

Standard thermostat (modulating) range of 
jacket 

71 °C ～ 85 °C 

Standard thermostat (modulating) range of air 
cooler 

42 °C ～ 55 °C 

Maximum coolant temperature at engine inlet 75 °C 
Maximum coolant temperature at engine 

outlet 
83 °C 

Minimum coolant expansion space 10 % 
Maximum coolant temperature at air cooler 

inlet 
45 °C 

FUEL SYSTEM  
Fuel Injector Mitsubishi PS8 

Type × 2 
Maximum suction head of feed pump 0.1 bar 

Maximum static head of return & leak pipe 0.2 bar 
STARTING SYSTEM  

Battery charging alternator 24 V, 35 Ah 
Starting motor capacity 24 V, 7.5x2 kW 

 

III. DE OPERATE SIMULATION MODEL  
The DE operate simulation model consists of three units: the 
DE input data unit, the DE calculation unit and the results 
report unit. A schematic representation of the architecture of 
the simulation model is shown in Figure 5. 
 

 
Figure 5. Schematic representation of the simulation model. 

 
Using input data of the DE loads, the DE calculation unit 
calculates: the diesel fuel consumption, the combustion air 
volume, the air ratio, the exhaust gas quantity, the cooling 
water quantity, etc. In addition to the stated values, the DE 
calculation unit also calculates the following values: the 
mechanical power of the engine shaft, the thermal power of 
exhaust gases, the thermal power of cooling water, the 
radiated heat released into the environment and the thermal 
power of the oil cooler. The DE calculation unit calculates the 
stated values using the thermodynamic equations and 
equations that were generated with the help of realistically 
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measured data of the working of DE in dependence on load. 
The mass flow of diesel fuel in dependence on the load is 
calculated by the DE calculation unit using equation [8]: 

𝑚̇𝑓𝑢𝑒𝑙 =
𝑚∙𝑁𝑐𝑦𝑠𝑚∙𝑛𝑒

60∙𝑁𝑛𝑠𝑡
                                                        (1) 

where 𝑚̇𝑓𝑢𝑒𝑙 is the mass flow of diesel fuel for the working 
of DE, 𝑚 is the cycle fuel injection quantity, 𝑁𝑐𝑦𝑠𝑚  is the 
number of cylinders, 𝑛𝑒 is the engine speed, 𝑁𝑛𝑠𝑡 and is the 
number of engine strokes. The mass flow of exhaust gases in 
dependence on the load is calculated by the DE calculation 
unit using a polynomial equation of the second degree, which 
was generated using the measured data: 

𝑚̇𝑒𝑥 =
(0.01522∙𝐷𝐸𝑙𝑜𝑎𝑑

2+2.545∙𝐷𝐸𝑙𝑜𝑎𝑑+91.72)∙0.457

60
              (2) 

where 𝑚̇𝑒𝑥 is the mass flow of exhaust gases from the DE and 
𝐷𝐸𝑙𝑜𝑎𝑑 is the load of the DE. The mass flow of air required 
for the working of the DE is the difference between the mass 
flow of exhaust gases and the mass flow of diesel fuel and is 
calculated by the DE calculation unit using equation [9]: 

𝑚̇𝑎𝑖𝑟 = 𝑚̇𝑒𝑥 − 𝑚̇𝑓𝑢𝑒𝑙                                                     (3) 

where 𝑚̇𝑎𝑖𝑟 is the mass flow of air for the working of the DE. 
However, now that the actual mass flows of air and fuels 
required for the working of the DE are known, the calculation 
unit can calculate the air-fuel equivalence ratio (ʎ) [10]: 

𝜆 =
𝐴𝐹𝑅𝑎𝑐𝑡𝑢𝑎𝑙

𝐴𝐹𝑅𝑠𝑡𝑜𝑖𝑐ℎ
=

𝐴𝐹𝑅𝑎𝑐𝑡𝑢𝑎𝑙

14.7
                                                            (4) 

where ʎ is the air-fuel equivalence ratio, 𝐴𝐹𝑅𝑎𝑐𝑡𝑢𝑎𝑙 is the air-
fuel ratio at actual conditions and 𝐴𝐹𝑅𝑠𝑡𝑜𝑖𝑐ℎ  is the air-fuel 
ratio at stoichiometry conditions. The power of the shaft 
developed by the DE is calculated by the calculation unit 
using the measured value of the electric power of the 
generator and using the efficiency of the generator [11]: 

𝑃𝑠ℎ𝑎𝑓𝑡 = 𝑃𝑔𝑒𝑛 ∙ 𝜂𝑔𝑒𝑛                                                      (5) 

where 𝑃𝑠ℎ𝑎𝑓𝑡 is the power of the shaft of DE and 𝜂𝑔𝑒𝑛 is the 
efficiency of the generator of DE. The thermal power of the 
exhaust gases is calculated by the DE calculation unit using 
equation [12]:  

𝑃𝑒𝑥 = 𝑚̇𝑒𝑥 ∙ 𝑐𝑝−𝑒𝑥 ∙ 𝑇𝑒𝑥                                                             (6) 

where 𝑃𝑒𝑥  is the thermal power of the exhaust gases from the 
DE, 𝑐𝑝−𝑒𝑥 is the specific heat of the exhaust gases and Tex is 
the exhaust gas temperature obtained from the measurements 
made. In a similar way, with the help of the measured data, 
the calculation unit also calculates the thermal power 
discharged from the DE by means of cooling water and oil 
cooler [13]:  

𝑃𝑐𝑜𝑜𝑙 = 𝑚̇𝑐𝑜𝑜𝑙 ∙ 𝑐𝑝−𝑐𝑜𝑜𝑙 ∙ (𝑇𝑐𝑜𝑜𝑙−𝑜𝑢𝑡 − 𝑇𝑐𝑜𝑜𝑙−𝑖𝑛)              (7) 

𝑃𝑜𝑖𝑙 = 𝑚̇𝑜𝑖𝑙 ∙ 𝑐𝑝−𝑜𝑖𝑙 ∙ (𝑇𝑜𝑖𝑙−𝑜𝑢𝑡 − 𝑇𝑜𝑖𝑙−𝑖𝑛)                       (8) 

where 𝑃𝑐𝑜𝑜𝑙  is the thermal power of cooling water discharged 
from the DE, 𝑚̇𝑐𝑜𝑜𝑙 is measured mass flow of cooling water 
trough the DE, 𝑐𝑝−𝑐𝑜𝑜𝑙  is the specific heat of the cooling 
water, 𝑇𝑐𝑜𝑜𝑙−𝑜𝑢𝑡 is the measured temperature of cooling water 
from the DE, 𝑇𝑐𝑜𝑜𝑙−𝑖𝑛 is the measured temperature of cooling 
water into the DE, 𝑃𝑜𝑖𝑙  is the thermal power of oil cooler 
discharged from the DE, 𝑚̇𝑜𝑖𝑙  is the mass flow of oil trough 
the DE, 𝑇𝑜𝑖𝑙−𝑜𝑢𝑡 is the temperature of oil from the DE and 
𝑇𝑜𝑖𝑙−𝑖𝑛 is the temperature of oil into DE. The heat released 
from the DE into the environment in the form of radiation is 
calculated by the calculation unit using the polynomial 
equation of the second degree generated by the data provided 
by the manufacturer of DE [6]: 

𝑃𝑟𝑎𝑑 = 0.002888 ∙ 𝐷𝐸𝑙𝑜𝑎𝑑
2 + 1.192 ∙ 𝐷𝐸𝑙𝑜𝑎𝑑 + 17.03     (9) 

where 𝑃𝑟𝑎𝑑  is the radiative heat of the DE. The efficiency of 
the DE is calculated by the calculation unit using the equation 
[14]: 

𝜂 =
∑𝑃𝑢𝑠𝑒

𝑃𝑓𝑢𝑒𝑙
∙ 100% =

∑𝑃𝑢𝑠𝑒

𝑚̇𝑓𝑢𝑒𝑙∙𝑠𝑒𝑓𝑢𝑒𝑙∙3600
∙ 100%                (10) 

where 𝜂 is the efficiency of the DE, ∑𝑃𝑢𝑠𝑒 is the sum of all 
the usefully consumed power of the DE, 𝑃𝑓𝑢𝑒𝑙 is the power 
supplied by the fuel and 𝑠𝑒𝑓𝑢𝑒𝑙  is the specific energy of diesel 
fuel. 

IV. SIMULATION MODEL RESULTS 
The results of the model are shown at a constant revolution 
frequency of the DE, which is 1500 min-1, since the DE is 
used to drive a generator that always operates at a constant 
rpm. The results of the model are designed so that the flow 
characteristics of air, fuel, exhaust gases and the distribution 
of the generated power of the DE in depending on the DE 
load are presented first. This is followed by a display of the 
generated power of the DE shaft, the diesel fuel combustion 
temperature and the air-fuel ratio (AFR) in dependence on the 
DE load. Then, the air and exhaust gas temperatures are 
shown, and finally the generator useful efficiencies and the 
DE useful efficiencies in dependence on the DE load are 
shown. 

From Figure 6 (a), it is evident that the mass flow of the diesel 
fuel for driving the DE ranges from 0.035 kg/s at 30% load 
of the DE and up to 0.114 kg/s at 100% load of the DE. The 
mass flow of air entering DE ranges from 1.35 kg/s at 30% 
DE load up to 3.68 kg/s at 100% DE load. The mass flow of 
exhaust gases is the sum of the mass flow of fuel and the mass 
flow of air entering DE. The air-fuel equivalence ratio or ʎ 
decreases with increasing of the DE load and ranges from 2.2 
to 2.5. This means that DE works from 120% to 150% of 
excess air, which has a positive ecological impact as it 
reduces the sootiness of exhaust gases. 

Figure 6 (b) shows the power supplied by diesel fuel and the 
distribution of generating power of the DE in dependence on 
the load. The supplied power of diesel fuel amounts from 
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1550 kW to 4880 kW and increases in dependence on the DE 
load. Also, as the DE load increases, the power of the engine 
shaft increases and ranges from 480 kW to 2170 kW. The 
power of exhaust gases of the DE ranges from 730 kW to 
1820 kW. The cooling water power of the DE ranges from 
250 kW to 640 kW. Radiation through the DE housing ranges 
from 55 kW to 165 kW depending on the DE load. The heat 
dissipated from the oil cooler to the surroundings also 
increases with increasing the DE load and ranges from 30 kW 
up to 84 kW. 
 

 
Figure 6. (a) the flow characteristics of air, fuel, exhaust gases and 
air-fuel equivalence ratio or ʎ of the DE; (b) the power supplied by 

the diesel fuel and the distribution of the power generated by the 
DE. 

 
Figure 7 (a) shows the power of the DE shaft and the 
combustion temperatures in dependence on the DE load. At 
30% of the DE load, the generated power of the DE shaft is 
475 kW and as the DE load increases, the generated power of 
the DE shaft also increases. At 100% of the DE load, the 
power of the DE shaft amounts to 2164 kW. The combustion 
temperature increases up to 60% of the DE load, where it 
amounts to 1755 °C, and with increasing the DE load, it starts 
to decrease and at 100% of the DE load it is 1521 °C. At 30% 
of the DE load, the combustion temperature is 1650 °C.  
 

 
Figure 7. (a) power of the DE shaft and combustion temperature in 

dependence on the DE load; (b) AFR in dependence on the DE 
load. 

 
However, from the diagram in Figure 7 (b) it is evident that 
the AFR depends on the DE load. At 30% of the DE load, the 
AFR value is at its maximum of 37 and decreases with 
increasing the DE load. At 100% of the DE load, the ARF 
decreases to the value of 32. The ratios of AFR and ʎ indicate 
that the DE is working with a high excess of air. The working 
of the DE with excess air has positive effects on the 
environment in terms of minimizing the generation of soot 
particles in exhaust gases or reducing sootiness. 

The DE therefore work in the range with a high air excess, 
and the DE power is regulated by the amount of injected fuel. 
When increasing the DE load, the more fuel is injected and 
vice versa. As fuel injection increases, however, the mixture 
of air and fuel becomes richer, making it increasingly difficult 
to mix fuel and air in the combustion chamber. Due to the 
increasing difficulty of mixing fuel and air, the efficiency of 
combustion begins to decrease, but not the power of the DE. 
There is an upper limit at which the reduction in combustion 
efficiency can no longer be compensated by the addition of 
fuel. In this way, the optimal AFR which is in the range 
between poor and rich mixture is determined. The efficiency 
of the combustion in DE in dependence on ʎ is shown in 
Figure 8. 
 

 
Figure 8. (a) The efficiency of the combustion in DE in dependence 
on the air-fuel equivalence ratio, or ʎ; (b) the ratio of ˝combustion 

efficiency / air-fuel equivalence ratio˝ in dependence on the air-
fuel equivalence ratio, or ʎ.  

It is evident from Figure 8 (a) that the efficiency of 
combustion in DE is achieved only at the air-fuel equivalence 
ratio, or ʎ = 2, which means that efficient combustion in DE 
is achieved when ʎ > 2. However, increasing ʎ decreases the 
power of the DE. DE develops maximum power ʎ = 1.25, 
which can be seen from the diagram in Figure 8 (b). The ratio 
of ˝combustion efficiency / air-fuel equivalence ratio˝ in 
Figure 8 (b) represents the actual amount of fuel consumed 
by the DE. Due to the generation of a huge amount of soot, 
the ʎ = 1.25 is used in DM only in a racial context. Serial 
production DE work for normal use ʎ > 1.65 [15]. 

The results of the model also give the results of the air-
exhaust gases temperature profile in dependence on the DE 
load. It is evident from Figure 9 that the air temperature after 
the intercooler ranges from 70 °C to 98 °C. The maximum air 
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temperature after the intercooler is reached at 45% of the DE 
load, and then begins to decrease. At 100% of the DE load, 
the air temperature after the intercooler is the lowest and 
amounts to 70 °C. The lower air temperature after the 
intercooler has a positive effect on the work done by the DE, 
as the air density increases with decreasing temperature, 
which means that a larger mass of air can be brought to the 
same constant volume.  
 

 
Figure 9. The air-exhaust gas temperature profile in dependence 

on the DE load.  
 

The change in exhaust gas temperature in dependence on the 
DE load is also evident in Figure 9. Exhaust gas temperature 
ranges from 470 °C to 545 °C. The lowest exhaust gas 
temperature is reached at 80% of the DE load and the highest 
exhaust gas temperature is reached at the minimal DE loads.  

Figure 10 shows the efficiency of the generator and the 
efficiency of the DE at different loads. From Figure 10 (a), it 
is evident the efficiency of the generator, which ranges from 
94% of the minimal DE load to 96% at 70% of the DE load, 
then the generator efficiency starts to decrease and at 100% 
of the DE load it is 95.7%. The efficiency of DE ranges from 
28% at minimal load to 45% at 60% of the load. Then the 
efficiency of DE starts to decrease and at 100% of load it is 
42.5%. 
 

 
Figure 10. (a) generator efficiency in dependency of the DE load; 

(b) DE efficiency in dependency on load.  

V. CONCLUSIONS 
In this paper, the model and modelling results of the DE for the 
CHPP start-up at black-out are presented. The model consists 
of several sub-models, each sub-model has its own task. The 
most important sub-model is the calculation unit in which the 
mathematical equations are written, which are needed to 
accurately and precisely present the results. The quality of the 
model, however, depends on the quality of the set of measured 
data from the operating system, as this data is a key link that 
serves in generating mathematical expressions written in the 
calculation unit. The results of the model show that the DE 
works with a large excess of air ʎ = 2.2, which is mainly 
attributed to ecological aspects, namely the reduction of soot in 
exhaust gases Particular attention should also be paid to the 
efficiency of the DE, as the heat of the exhaust gases, as well as 
the heat of the cooling water, is discharged into the 
environment. Therefore, the efficiency varies depending on the 
DE load, ranging from 20% of the minimal DE load to 45% at 
60% of the DE load. By using the heat of the exhaust gases and 
the heat of the cooling water of the DE, cogeneration operation 
for the production of heat and electricity, the efficiency of the 
DE can be greatly improved. In the case of the use of exhaust 
gas heat and cooling water, the DE could operate not only in the 
event of an electric eclipse, but also in cases of high electricity 
needs of the electricity system, since the price of electricity is 
high at that time. 
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Abstract 

Indoor air quality (IAQ) and thermal comfort issues in schools 
are of particular public concern because children represent a 
vulnerable population group to air pollution. In fact, their respiratory 
and immune systems are still developing and a long-term exposure 
to indoor air pollutants might have a significant impact on their 
health and scholarly. This study focuses on the effect of the energy 
renovation of two classrooms which consists of the implementation 
of a dual flow ventilation system with high efficiency filters (F7). 
The classrooms are located in an alpine valley (France) known for 
its high level of atmospheric pollution. To do this, carbon dioxide 
(CO2), temperature (T), relative humidity (RH) and PM2.5 were 
monitored continuously over twice two-month periods before and 
after the renovation in winter 2018 and 2020, respectively. In 
addition, the ventilation airflows were measured and a daily 
questionnaire that report the information on general condition in the 
classroom were recorded day-to-day. The results of these campaigns 
indicate that before the renovation, the two rooms were confined, 
estimated by IAQ index such as ICONE index which are equal to 2. 
The CO2 concentration reached to 4790 ppmv due to a very low air 
exchange rate 0.05 h-1. During the high PM2.5 levels episodes 
observed in outdoor air, the low air exchange rate limited the 
transport of PM2.5 from the outside to the inside of the classrooms. 
As a result, the percentages of concentration exceedance compared 
to WHO recommendations were 23% and 17%, in class 1 and class 
2 respectively, while it reached 68% in outdoor air.  

After the renovation, the ventilation airflow was higher than 
before renovation and reached to 2.46 h-1. As consequence, a drastic 
reduction of the confinement was measured with ICONE index of 
class 2 reaching to 0. The CO2 concentrations are remained low with 
a maximum value of 1150 ppmv. Rather the high air renewal 
generates a significant inflow of outdoor particulate pollution which 
the indoor PM2.5 concentrations range were 20-80 µg.m-3 during the 
outdoor air pollution episodes. However, the indoor concentrations 
were all the time lower than those observed outside with 
indoor/outdoor concentration ratio about 0.5. It can be assumed that 
the filtration of the supply air allowed to limit the entrance of the 
particles. However, this figure should be taken with caution because 

of the complex physic associated with particle behaviours (e.g. 
sedimentation, resuspension, etc). In addition, it is interesting to note 
that a dysfunction of the ventilation system led to a situation close 
to that before renovation, both with regard to the rate of ventilation 
airflow, as well as the concentrations of CO2 and PM2.5. 
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Abstract 

In recent years, small, isolated power supply systems have 
been widely developed, in which the main share of electricity 
generation is produced based on low-power renewable sources 
(solar PV converters, wind turbines and other types of RS). At 
present, schemes of mini and micro-systems of power supply 
with different composition of renewable sources, differing in 
parameters depending on geographic and weather conditions of 
their locations. While there are no universal approaches to 
choosing the optimal combination used in such systems of 
renewable sources and traditional sources (diesel generator, 
batteries) used. This article provides a practical method for the 
technical feasibility study for the construction of a Stand-Alone 
Photovoltaic (SAPV) system in Karabakh region of Azerbaijan 
Republic. Based on the current growing role of the subject 
region, its energy security and economic development the aim is 
to build the most efficient and optimal cleaner energy 
production facilities in this area. Considering the lack of 
methodology for the measurement of renewable energy 
potential in Karabakh region, we employed evaluation methods 
based on mapping techniques, simulation software for solar 
stand-alone unit and the analytical tools offered by PVSyst 
Software. Solar module, battery, DC/AC pure sine wave power 
inverter, and the charge controller are the main components of 
the suggested PV system design. Choosing optimal capacity and 
arrangement increase the plant’s efficiency and reduces the 
overall system costs. In this method, according to the 
geographical location the number of solar modules and their 
optimal angles are defined. PVSyst software is used for the 

system analysis, and the simulation results show the 
performance of the designed system on an individual residential 
building located in Zangilan city of Karabakh region. The main 
novelty of this study is related to the integration of the renewable 
energy potential maps combined with a density of population, 
are good predictors of locations for the development of 
renewable energy source-based facilities. The contribution of 
the proposed method is the provision of technical calculation 
and feasibility check for remote areas where making local 
measurements of RES potential is a constrain. The study 
concludes with recommendations towards the optimal size of 
stand-alone solar system and its components and use of 
renewable energy potential to achieve more balanced regional 
development and clean energy production.  

Keywords: stand-alone, clean energy, solar photovoltaic, PV 

system, PVsyst 

 

I. INTRODUCTION 
The world-wide demand for solar electric power systems has grown 
steadily over the last 20 years. The need for reliable and low-cost 
electric power in rural areas of the world is the primary force driving 
the world-wide photovoltaic (PV) industry today. For a large 
number of applications, PV technology is simply the least-cost 
option. 

Typical applications of PV in use today include stand-alone power 
systems for cottages and remote residences, remote 
telecommunication sites for utilities and the military, water pumping 
for farmers, and emergency call boxes for highways and college 
campuses, to name just a few [1, 2, 3] 

Significant growth in demand for PV systems is expected to occur 
in developing countries to help meet the basic electrical needs of the 
2 billion people without access to conventional electricity grids. PV 
modules are integrated into systems designed for specific 
applications. The components added to the module constitute the 
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“balance of system” or BOS. Balance of system components can be 
classified into three categories: 

• Batteries - store electricity to provide energy on demand at night 
or on overcast days; 

• Inverters - required to convert the DC power produced by the PV 
module into AC power; 

• Controllers - manage the energy storage to the battery and deliver 
power to the load 

Not all systems will require all these components. For example, in 
systems where no AC loads present an inverter is not required. For 
on-grid systems, the utility grid acts as the storage medium and 
batteries are not required [4, 5]. 

Some stand-alone systems, for example, include a fossil fuel 
generator that provides electricity when the batteries become 
depleted; and water pumping systems require a DC or AC pump. 
This article suggests an off-grid solar power system, for a typical 
home at Zangilan, Azerbaijan. To computing the off-grid solar 
system components, as it was requested the design was done for the 
shortest day of the year which is 21st of December. The solar data 
is obtained from NASA web site and PVSyst software. 

In the Figure 1,2, 3 and 4 it is shown the photovoltaic power 
potential of the study area for one day, monthly averages and yearly 
data.

 
Figure 1. Daily photovoltaic power potential

Figure 2. Monthly photovoltaic power potential

Figure 3. Daily photovoltaic power potential for one year 

 

 
 

Figure 4. Daily photovoltaic power potential for one month 

Obtained results are compared with the data extracted from 
SolarGIS web software and NASA available data. The data from 
NASA collected from Surface meteorology and Solar Energy (SSE) 
Release 6.0 Data Set (Jan 2008), 22-year Monthly & Annual 
Average (July 1983 - June 2005) and shown on Table 1. 

Table 1. Average monthly values and annual amount of Solar 
radiation 

Month 

SolarGIS 
GHI 
kWh/m2/m
th 

Pvsyst 
GHI 
kWh/m2/m
th 

PVSyst  
kWh/m2/d
ay 

NASA 
kWh/m2/
day 

Jan 64.0 57.3 1.85 20.3 

Feb 79.4 68.3 2.44 2.75 
Mar 110.7 104.1 3.36 3.61 
Apr 124.5 124.5 4.15 4.44 
May 151.7 163.3 5.27 5.37 
Jun 179.3 189.8 6.33 6.34 
Jul 187.7 201.3 6.49 6.33 
Aug 172.8 177.8 5.74 5.59 
Sep 121.0 128.5 4.28 4.64 
Oct 92.9 83.3 2.69 3.38 
Nov 68.2 60.1 2.00 2.27 
Dec 57.2 53.3 1.72 1.70 
Yearly 1409.4 1411.5 3.87 4.04 

 

There is minor difference between the data, and this considered 
applicable as the data are collected via satellite. In previous studies 
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it has been identified that the Zangilan city has more solar power 
potential than the other cities of Karabakh region, Azerbaijan. 

II. LOAD MODELING 
A typical home is a 120 square meter house located in Zangilan, 
Azerbaijan, location: latitude:  39.30N, longitude: 46.590E. 

A typical home loads are described in Table 2. Hourly distribution 
and the daily consumption are presented in Figure 5. 

Table 2. Household characteristics and energy demand 

 
Loads Power 

(watt) 
Qty Hours Total 

power 
(watt) 

Energy 
(Watt.h) 

Lamps 10 12 5 120 600 
TV/PC/Mobile 100 2 5 200 1000 

Domestic 
Appliances 

500 1 4 500 2000 

Fridge 33.292 1 24 33.292 799.008 
Washing Machine 1000 1 2 1000 2000 
Heater (Hot water) 100 1 24 100 2400 
Air Conditioning 1000 1 3 1000 3000 

Stand-by 
consumers 

6 1 24 6 144 

Total Power of 
Loads 

2959.292 

Total Energy 
Demand 

11943.008 

 

While creating load parameters seasonal demand is considered and 
identified higher demand during summer season due to air 
connditioning system. Table 2 shows the summer season load 
characteristics during June-August. 

The calculation is based on the energy demand which is in our case 
is 11943Wh≈ 12kWh. 

It has been identified that the maximum demand of the house is 
during summer season due to  air  conditioning unit.   Considering 

the daily household consumers and seasonal modulation, the 
avarage 12kWh is used for calculation.   

III. TYPICAL LAYOUT  
Stand-alone systems are always organized around a battery storage: 

- A PV Array charges the battery or directly delivers its power to the 
user 

- The user’s needs should be well defined, with its daily profile  

 Figure 6 describes the typical layout of standalone system: 

 
             Figure 6. Typical layout of Stand-alone system. 

The system performs a balance between the PV production 
(depending on irradiance) and the users’ needs. The difference 
should be derived in the battery, either Positively(charge) or 
negatively (discharge) [6, 7, 8].  
The energy balance is controlled by the charger controller. The role 
of the controller is to handle the energy flow, mainly for the 
protection of the battery: 
- When the battery is full, the PV array should be 
disconnected 
- When the battery is empty, the user should be 
disconnected  

Figure 5. Households’ hourly distribution 
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Moreover, the controller may manage the starting of an eventual 
back-up generator, when the battery is empty, and the solar gain is 
not sufficient. However, back-up generator is optional and is not 
considered in this article [9, 10]. 
 
 

IV. CALCULATION OF SYSTEM 
COMPONENTS FOR AUTONOMOUS 
STAND-ALONE POWER SUPPLY OF 
INIDIVIDUAL RESIDENTIAL HOUSE 
FIGURES/CAPTIONS 
The calculation is starting with defining of declination, elevation 
and tilt angles based on the selected area coordinates (latitude and 
longitude). This is required to define the peak sun hours which is the 
main parameters in correct selection of PV panels [11, 12]. 

 Declination angle determined by using below formula and it is the 
angle between the universe axis and the earth axis: 

𝛿 = 23.5 sin [
360

365
(284 + 𝑑)] 

Where δ – is declination angle, d – is the day number of the year. 

Elevation angle is the angle between the sun rays and the horizontal 
plane and determined as below formula:   

𝛼 = 90 − ∅ + 𝛿 

Here, α – is elevation angle, ∅- is the latitude of the selected area.  

The tilt angle is an angle between the solar panel and the horizontal 
plane. It is defined as per below formula: 

𝛽 = 90 − 𝛼 

Where, β- is a tilt angle, α – is an elevation angle.   
The calculation is done for each month of the year. 
 

 

 
Figure 7. Declination, elevation and tilt angles 

 
 Ones the required angles are calculated, the peak sun hours 
can be defined by using below formula: 

                             𝑆𝑚 =
𝑆𝐻×sin(𝛼+𝛽)

𝑠𝑖𝑛𝛼
                     

 

Where, 𝑆𝑚  – is peak sun hour, α and β elevation and 
declination angles, accordingly.  

The results obtained from calculations are presented in Table 
3. 

Based on the calculated peak sun hour and energy demand the 
number of required PV panels can be calculated as following: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑛𝑒𝑙𝑠 =
𝑃𝑖𝑛

𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑠𝑖𝑛𝑔𝑙𝑒 𝑝𝑎𝑛𝑒𝑙
 

 

𝑃𝑖𝑛 =
𝐸𝑛𝑒𝑟𝑔𝑦

𝜂 × 𝑆𝑚

 

Where the  Pin – is an input power of PV panel, η- is an 
efficiency of panel. While selecting PV panel NOCT- 
Nominal operating cell temperature, TCP-Temperature 
coefficient of panel, efficiency and open circuit voltage are 
collected from the panel datasheets.  

To choose batteries below calculation is done: 

𝑇𝑜𝑡𝑎𝑙 𝐴ℎ =
𝐸𝑛𝑒𝑟𝑔𝑦 × 𝐴𝐷

𝜂 × 𝑉𝑏𝑢𝑠  × 𝐷𝑂𝐷
 

 

Where the 𝐴𝐷  – autonomy days, considered to 
compensate sun absence, 𝐷𝑂𝐷 – Depth of discharge, 𝑉𝑏𝑢𝑠 − 
total system voltage, 𝜂 – battery efficiency. 

By taking in to account the inverter nominal voltage, the 
bus voltage is identified. Thus, the number of parallel branch 
of batteries are calculated.  

 

𝑁. 𝑜𝑓 𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 𝑖𝑛 𝑒𝑎𝑐ℎ 𝑏𝑟𝑎𝑛𝑐ℎ =
𝑉𝑏𝑢𝑠

𝑉𝑏𝑎𝑡𝑡𝑒𝑟𝑦

 

 

𝑉𝑏𝑢𝑠 = 𝑉𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟  

 

𝐴𝐻 𝑓𝑜𝑟 𝑠𝑖𝑛𝑔𝑙𝑒 𝑏𝑟𝑎𝑛𝑐ℎ
= 𝑠𝑖𝑛𝑔𝑙𝑒 𝑏𝑎𝑡𝑡𝑒𝑟𝑦 𝐴𝐻
× 𝑁. 𝑜𝑓 𝑏𝑎𝑡 𝑖𝑛 𝑒𝑎𝑐ℎ 𝑏𝑟𝑎𝑛𝑐ℎ 

 

𝑁. 𝑜𝑓 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑏𝑟𝑎𝑛𝑐ℎ =  
𝑇𝑜𝑡𝑎𝑙 𝐴𝐻

𝐴𝐻 𝑓𝑜𝑟 𝑠𝑖𝑛𝑔𝑙𝑒 𝑏𝑟𝑎𝑛𝑐ℎ
 

 

Charger Controller is calculated and selected based on its 
rated minimum current.  

𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑟 𝑚𝑖𝑛. =  
𝑁. 𝑜𝑓 𝑝𝑎𝑛𝑒𝑙 × 𝑃𝑠𝑖𝑛𝑔𝑙𝑒

𝑉𝑏𝑢𝑠
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Table 3. Angles and peak sun hour calculation results 
 

 
 

Parameters Jan Feb March Apr May Jun Jul Aug Sep Oct Nov Dec 
SH 2.03 2.75 3.61 4.44 5.37 6.34 6.33 5.59 4.64 3.38 2.27 1.7 
Latitude 39.04 39.04 39.04 39.04 39.04 39.04 39.04 39.04 39.04 39.04 39.04 39.04 
Longitude 46.61 46.61 46.61 46.61 46.61 46.61 46.61 46.61 46.61 46.60 46.61 46.61 
Day Number 21 52 80 111 141 172 202 233 264 294 325 355 
Declination -20.155 -11.2 -0.3452 11.66 20.27 23.5 20.47 11.77 -0.291 -11.861 -20.53 -23.50 
Elevation 30.804 39.76 50.614 62.62 71.18 74.46 71.40 62.67 50.68 39.10 30.43 27.46 
Beta(calc.) 62.54 62.54 62.55 62.54 62.5 62.54 62.56 62.54 62.55 62.54 62.55 62.55 
Beta(design) 60 60 60 60 60 60 60 60 60 60 60 60 
Sm 3.97 4.24 4.38 4.22 4.277 4.70 5.015 5.302 5.617 5.30 4.484 3.685 
Sm(min) 3.684557 
Sm(max) 5.61689907 
P.S.H 4.597850573 

 
 
Inverter selection is implemented based on the below 

formula: 

𝑃𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟 =
𝑃𝑙𝑜𝑎𝑑 × 𝑆𝑎𝑓𝑒𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟

𝑃𝐹
 

 
Where, 𝑆𝑎𝑓𝑒𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟 – consider the sudden increase of 

the loads power, PF – is the power factor.   
Ones the panels are selected required area calculation can 

be done. During this calculation the actual dimensions of each 
panel and spacing between the panels are considered 

 

V. RESULTS & DISCUSSION  
         Based on the calculation, the optimal tilt angle of PV panels 
shall be 60 degrees. At this degree the PV panel calculated is 
Generic STP-415S-A78-Vfh, Si-Mono type 8 of panels with 415Wp 
nominal power and 38A open circuit current. The suitable battery is 
Li-Ion battery, 180Ah, 26V batteries. The calculated inverter power 
is 5kW. Obtained results are simulated via PVSyst software. 

Figure 8. Performance Ratio  

 

 

 

 

Figure 9. Normalized production (per installed kWp) 

 
Table 4. Balances and Main result 
 

Month GlibHor 
kWh/m2 

E_Avail 
kWh/m2 

E_User 
kWh 

E-Load 
kWh 

Jan 57.3 345.2 277.2 277.2 

Feb 68.3 328.7 250.4 250.4 
Mar 104.1 363.1 277.2 277.2 
Apr 124.5 354.9 268.3 268.3 
May 163.3 378.3 277.2 277.2 
Jun 189.8 385.0 358.3 358.3 
Jul 201.3 427.1 370.2 370.2 
Aug 177.8 444.8 370.2 370.2 
Sep 128.5 399.7 268.3 268.3 
Oct 83.3 357.8 277.2 277.2 
Nov 60.1 338.0 268.3 268.3 
Dec 53.3 367.1 277.2 277.2 
Yearly 1411.5 4489.7 3540.3 3540.3 

 
Legend: 
GlobHor- Global horizontal Irradiation 
E_Avail- Available Solar Energy 
E_User- Energy Supplied to the user 
E_load - Energy Need of the user 
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Figure 10. Battery State of Charge Daily Distribution 

 

VI. CONCLUSION 
The simulation results are shown for the system that includes 8 of 
415Wp PV panels connected in 4 Strings and 2 in series. The NOCT 
of panel is 450. The selected battery is Li-Ion 26V, 180Ah battery 
connected 8 in parallel x 2 in series. The nominal capacity of the 
battery is 1140Ah (C10). The universal type of controller is selected 
for the simulation.  

The Table 4 and Figure 8 and 9 reported by PvSyst software, shows 
that by using the selected panel the user demand can be fully covered 
by solar energy. The solar fraction is equal to 1.0 which means that 
the required energy is provided by solar panel. The performance 
ratio is almost 70% by taking in to account the system loses. As per 
Figure 10 the batteries maximum DOD is 0.28 during January and 
November for only 2-3 days. In all other cases battery DOD remains 
close to 0.5, which is an effective value for its lifecycle. The 
dimensions of the panel are taken from the technical datasheet and 
identified 18m2 location space is required to install the PV panels. 
The panels are considered to be free mounted type with air 
circulation for cooling system. 

Provision of residential buildings with the individual PV systems 
will significantly affect the life of the residents, where they can 
independently regulate their energy demand and usage, learn RES 
based innovative technologies from operation and maintenance wise 
and improve their social life.  
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Abstract 

This paper highlights a study of Solar Photo-Voltaic (PV) energy 
system from the environmental impact analysis and its effects point 
of view and the enhancement factors affecting the Solar 
Photovoltaic (PV) module by the tilt angles variation on power 
output of MPPT and dust accumulation on solar PV panel. The 
Efficiency of solar PV energy system from the environmental 
impacts in Mining Industry and also a Laboratory study is also 
conducted and a specific investigation on dust deposition effect on 
the solar photovoltaic (PV) panel, its power loss and overall 
efficiency of the solar panel are made. The Scanning Electron 
Microscope (SEM) analysis carried out for the collected dust 
samples, and obtained images are also analyzed. A specific 
investigation on dust samples like Iron ore, Coal, Limestone, 
Sandstone of different weights, and three different irradiation levels 
of 500,700,900W/m2 is done and the following data collected. In this 
study, measuring of voltage current, power in the solar photovoltaic 
(PV) panel is also done. According to the accumulation of dust 
particles on the solar panel the minimum power of the solar panel is 
observed for deposition of Coal dust on the solar PV panel and the 
maximum power of the solar PV panel is observed for deposition of 
Iron ore dust on the solar PV module.  

Keywords: Scanning Electron Microscope, dust deposition, 
irradiation levels voltage, current, power 

I. INTRODUCTION 

Now a days, most of the electrical energy has been generated by 
using conventional energy sources like coal, nuclear, gas, petrol, and 
diesel. This affects the environmental conditions and depletion of 
traditional energy sources. So, this has led to research on some 
alternative energy sources like solar, wind, tidal, biomass, and 
geothermal [1]. These are natural sources, which are refilled over 
some time, and the power generated from these sources is called 
renewable energy sources.  
 Generating electrical energy from renewable power 
sources has many advantages like [2] pollution free, reliable, 
inexhaustible, lower maintenance, and availability everywhere[3]. 
Nonconventional power sources are also called renewable energy 
sources. The solar photovoltaic (PV) cells comes under renewable 

energy sources, it converts the solar energy into electrical energy. 
Therefore, electrical power is produced by PV cells with the help of 
sun light is called solar energy[4]. The most used material in the PV 
cell is silicon. In PV cell, the sun light falls on the surface of the cell, 
which results in exciting the electrons in the cell and generation of 
an electric voltage and current. The performance of the solar panel 
greatly influenced by environmental factors like available radiation 
from sun, temperature, Mining dust, Relative humidity, direction of 
wind speed [5]. Because of airborne dust particles on the surface of 
the PV module, blocking of solar irradiation is happened. 
 
 

 
Figure 1: Single diode equivalent circuit of Photovoltaic cell 

➢ Iph = Photo or light generated current (A),  

➢ Vd = Voltage through diode (A), 

➢ RS = Series resistance (Ω).  

➢ Rp = Parallel resistance (Ω),  

➢ D = Diode, 

➢ I =Current. 

2.Photovoltaic cell 

The term "photo" means light, and "voltaic" means electricity. Thus, 
a PV cell is a device which directly converts light into power. At 
present, there are broadly two types of PV cell materials, such as 
crystalline PV cells and thin-film PV cells. Crystalline PV cells are 
of three kinds: mono-crystalline PV cells (Mono-Si), polycrystalline 
PV cells (p-Si), and Gallium Arsenide (GaAs) PV cells. Similarly, 
thin-film PV cells of different types, such as amorphous silicon PV 
cells (a-Si), Cadmium Telluride PV cells (CdTe), Copper Indium 
Gallium Selenide PV cells (CIS/CIGS) and organic PV cells (OPC) 
[14]. 

 
IEECP’22, July 21-22, 2022, Oxford, United Kingdom 
Copyright: © 2022 by the author(s) | Licensee IEECP – SCI-INDEX  
Open access article distributed under the terms and conditions of CC BY license. 
https://creativecommons.org/licenses/by/4.0/ 

https://creativecommons.org/licenses/by/4.0/


International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 
Photovoltaic cells generate heat by converting sunlight to electricity. 
The electric current produced depends on solar irradiation. A PV cell 
can make around 0.5 to 0.8V. Because of the tiny PV cells change, 
solar PV panels contain distinct Photovoltaic cells connected in 
series and parallel. 
3. Impact of Environment on the Photovoltaic System 

3.1 Temperature effect on the photovoltaic system 
In the photovoltaic system, usually, the solar cell is the best at low 
temperatures. In high heat, semiconductor properties change 
resulting in increased current, and significant decrease in the voltage 
too. Impact of temperature on PV cell efficiency can be traced to 
influence on  Current (I), and Voltage (V) as maximum power given 
by [11] 
                                     Pm=VmIm(FF)VocIsc                                 (1)                                                             
 
 where FF is called Fill factor, Voc is called open circuit voltage, Isc 
is called short circuit current, Vm= maximum voltage, Im is called 

maximum current.                                                                                                   
3.2 Impact of humidity on the photovoltaic system: 
In this impact of moisture on the Solar panel system, [12]which 
obstructs extreme variation in the power generated system, 
indirectly in the photovoltaic system,[6] it makes the device work 
less efficiently than it could have without it.  Humidity can 
decelerate efficiency in two ways: 

• In this first efficiency way, tiny water droplet like beads 
of sweat reflects sunlight away from solar cells. This 
process reduces the amount of the sun hitting the solar 
panel to produce electricity. 

• In this second efficiency way, in consistent hot, humidity 
climatic weather, degrade the solar panels lifetime. It is 
for a combination of both thin-film modules cells and 
crystalline silicon cells, in case cadmium telluride (thin 
film) of the PV cell it can perform in the tropical climatic 
condition [13]. 

3.3 Impact of dust on the photovoltaic system 
In the process of mining, the large amount of dust comes from the 
process of mining at mineral mines site from following mining 
activities like Heavy Earthmoving Machinery [HEMM], drilling, 
blasting, etc. In this process, a large number of tiny dust particles 
will generate from the mining process. This type of dust Pm10 is also 
called a particulate matter. This type of dust is produced by HEMM 
when the soil got disturbed, and the wind blows from over bare 
ground and stockpiles in the mine area [6]. Dust accumulation is one 
of the significant factors affecting the solar panel efficiency.   
Especially in remote mining areas where weather conditions are 
going to effect, the solar panels performance.  
 
4. Description of the Experiment: 

 

 

 

 

 

 

 

 
 

        Figure 2: Experimental setup used in the present study 

4.1 Description of the present study 

In this Investigation, four mine dust samples are collected from the 
surface mining where solar panels are installed in the mine. For this 
experiment, 40W Polycrystalline photovoltaic panel is mounted on 
a stand to carry out an experimental study various equipment 
required for the study are: 1) 40W Polycrystalline PV module 
(Make: LUMINOUS), number of cells= 36, the material used in the 
PV technology is Aluminum. This is placed under artificial light 
representing sunlight. For artificial lighting, 16 number of electrical 
bulbs each (200W) are used. This acts as artificial lighting. 2) Digital 
Multimeter (Make: METRAVI-451) is used to find the voltage, 
current, temperature for this experiment and load Resistance of 
100(ohms). 3) Solar power meter (Make: TENMARS TM-207). 4) 
Cooling fan (230V), 5) Banana type connecting pins as per 
requirement (2A Capacity). 6) Dust samples: a) Iron ore b) Coal c) 
Limestone d) Sandstone. 7) Digital weighing machine (Make: SRS-
120) used for the dust samples' weight. With the help of a flour mesh 
with the sieve size approx. (15-20mm) dust samples were spread 
uniformly on the Polycrystalline photovoltaic panel under artificial 
lighting source. After evenly spreading the dust samples of different 
weight, at different irradiation levels 500,700,900W/m2, the results 
are collected. 
 
5. I-V and P-V characteristics of series and parallel connected 

PV modules by variation of radiation and temperature for 

series and parallel connected PV modules. 

Photo voltaic panels can be connected in either series or parallel 
combinations to increase the voltage or current capacity of solar 
array. However, the solar panels are connected, the upper hand 
corner will always be the maximum power point (MPP) of the array. 
From this we can find fill factor and efficiency of solar panels. 

 

Figure 3: I-V Characteristics of series and parallel connected PV 
module 

By the variation of radiation and temperature for series and parallel 
connected PV Modules we observed in the Figure 4 and 5 the I-V 
Characteristics of parallel and P-V Characteristics of parallel are 
both connected PV modules with constant temperature of 30°C and 
different irradiance levels of 1002 W/m2 and 508 W/m2. 
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Figure 4:  I-V Characteristics of parallel connected PV Modules 
with constant temperature of 30°C and irradiance of 1002 W/m2 

and 508 W/m2 

 
Figure 5: I-V Characteristics of series connected PV Modules with 

constant temperature of 29°C and irradiance of 1003 W/m2 and 
502 W/m2 

 

 
Figure 6:  Solar PV Modules Installed at Mine 

 

 

 

 

 

  6.  Solar Power Generation at Mine  

 
Figure 7: Solar Power Generated per day  

 

 
        Figure 8: Solar Power Generated per day  

 

6.1 Monthly Load Profile of Solar Power Generation 

 
Figure 9: Monthly Load Profile of Solar Power Generation in 

Mines 

Based on the Solar power generation in mines we have observed 
from the figures (7 to 9). power generation per day. In every month 
we have observed that maximum 200 plus units are generated per 
day and minimum 50 plus units are generated in few days this is 
because of the Environmental conditions in the Mining areas such 
as (solar radiation, temperature, dust, humidity etc.) Especially in 
few months we observed the days are cloudy, heavy rainfall, wind 
speed because of this generation unit is getting low. 

0

0.5

1

1.5

2

2.5

3

3.5

0 5 10 15 20
1002 W/sq.m 508 W/sq.m

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0 10 20 30 40 50
1003 W/sq.m 502 W/sq.m

0
50

100
150
200
250
300

(k
W

H
)

Solar Power Generation per day

Units
Generated

0

50

100

150

200

250

0
1

/0
8

/2
0

1
9

0
3

/0
8

/2
0

1
9

0
5

/0
8

/2
0

1
9

0
7

/0
8

/2
0

1
9

0
9

/0
8

/2
0

1
9

1
1

/0
8

/2
0

1
9

1
3

/0
8

/2
0

1
9

1
5

/0
8

/2
0

1
9

1
7

/0
8

/2
0

1
9

1
9

/0
8

/2
0

1
9

2
1

/0
8

/2
0

1
9

2
3

/0
8

/2
0

1
9

2
5

/0
8

/2
0

1
9

2
7

/0
8

/2
0

1
9

2
9

/0
8

/2
0

1
9

3
1

/0
8

/2
0

1
9

(k
W

H
)

Solar Power Generation per day 

Units
Generat…

0

2000

4000

6000

8000

10000

12000

ju
il-

1
9

se
p

t-
1

9

n
o

v-
1

9

ja
n

v-
2

0

m
ar

s-
2

0

m
ai

-2
0

ju
il-

2
0

se
p

t-
2

0

n
o

v-
2

0

ja
n

v-
2

1

m
ar

s-
2

1

m
ai

-2
1

ju
il-

2
1

se
p

t-
2

1

n
o

v-
2

1

To
ta

l U
n

it
  G

en
er

at
ed

 f
o

r 
th

e 
m

o
n

th
ly

 L
o

ad
 p

ro
fi

le

Monthly Load Profile of Solar Power Generation

Units
Generated



International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 
 
7. Characterization of Collected Dust samples 

 
Figure 10: Collected dust samples presently used in experimental 
study (a) iron ore (b) coal (c) limestone (d) sandstone 

7.1 Surface Morphology of Dust Samples 
 

 
Figure 11: SEM images of the collected dust samples presently 
used in experimental study (a) iron ore (b) coal (c) limestone (d) 
sandstone 

Scanning Electron Microscope was used to Examine the surface 
Morphology of collected dust from the mines. Figure:4 reveals the 
surface morphology of the collected dust particles from the SEM 
images it can be observed that the dust collected from the mines was 
dominated by very fine and silt particles. 
 
7.2 Microstructure study of dust powders 

Figure 11(a-d) shows the SEM micrographs and EDS spectra of 
coal, iron ore, limestone, and sandstone powders. It has been 
observed from the Figure (d) that the dust powder particles are 
irregular in shape and are in various sizes. This distribution of 
particle sizes and shapes influences the dust's shading effect on the 

PV module surface and the power output[83]. The coal and iron ore 
powders in Figure 11 (a) and (b) contain particles with an average 
length of 30.82µm, 13µm, respectively. The limestone and 
sandstone powders in Figure 4(c) and (d) contain very fine particles 
with agglomerations. It has been observed from the EDS analysis of 
the powders, the major constituents in coal, iron ore, limestone, and 
sandstone are carbon (71.90 weight %), iron (40.21 weight %), 
calcium (23.19 weight%), and silicon (17.84 weight %), 
respectively. The oxygen present in all powders in higher content 
with 20-60 w%, carbon, aluminum, and silicon are present nearly 
(2- 10) weight%. 
 
8. Conclusion 
In this experimental study, different mine dust samples of different 
weights are used at three irradiance values of 500, 700, 900 W/m2 
used to get the output of the Solar panel in terms of current (I), 
voltage(V), and power (W). In this study, dust samples are taken for 
the analysis of power output results. PV module outputs like voltage, 
current, and power are observed with four different mine dust 
samples. 
According to the Data observation at Iron ore 80g weight sample, 
the maximum power loss of 68.50, 66.45 and 57.51% have been 
observed at three different irradiation levels of 500, 700, 900W/m2 
have been found. For Coal dust, 80g weight sample the maximum 
power loss of 97.75, 97.31, and 97.90% is observed at three different 
irradiation levels of 500, 700, 900W/m2 have been found,  
For the limestone 80g weight sample, the maximum power loss of 
85.65, 85.53 and 87.74 % have been observed at three different 
irradiation levels of 500,700,900W/m2 have found. For the 
Sandstone 80g weight sample, the maximum power loss of 80.72, 
83.99 and 82.75% saw at three different irradiation levels of 
500,700, 900W/m2. The maximum power loss in percentage found 
in the Coal dust sample at three different irradiation levels of 
500,700,900W/m2. Due to the high density of coal dust power loss 
increased in the PV module. 
In the observation of 20g of accumulated coal dust on the solar 
panel, it can reduce its power loss up to 66.29%, for 80g of 
accumulated coal dust on the solar panel. It can reduce its power loss 
up to 97.75%for 500W/m2. For the same dust particle with different 
irradiance 700W/m2 80gm of accumulated coal dust power loss up 
to 97.33% for the same coal dust particle with different irradiance 
900W/m2 for 80 gm of accumulated coal dust on PV module can 
reduce up to 97.90%. 
In addition, from Images of SEM analysis, as shown in Fig (4), the 
coal dust sample is found with tiny particles in size of all samples 
taken in the experimental study. It indicates that finite dust particles 
are also going to affect the performance of the solar PV module. 
Different types of dust samples are collected from different Remote 
mining areas. In addition, it refers that the tiny dust sample size of 
the particle is inversely proportional to power loss in the solar PV 
module. 
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Abstract 

This study investigates the energy and environmental 
impacts of banning the sale of traditional fossil fuel vehicles in 
China. By using the Logistic model, the dynamic evolution of 
China’s vehicle market under different timing of banning the 
sale of traditional fuel vehicles was simulated. Based on this, the 
fossil energy saving and greenhouse gas emission reduction 
potential of promoting new energy vehicles under different 
energy development scenarios was further explored from the life 
cycle perspective. The results show that under China’s current 
electricity mix, the life cycle GHG emissions intensity and fossil 
energy consumption intensity of battery electric vehicles are 
about 40.94% (120.04 g CO2-eq/km) and 45.90% (1.68 MJ/km) 
lower than those of gasoline-powered vehicles, respectively. As 
the proportion of renewable electricity generation continues to 
increase, by 2050, replacing traditional fuel vehicles with 
battery electric vehicles can reduce GHG emissions and fossil 
energy consumption by up to 58.26% and 53.03%, respectively. 
In addition, if China plans to ban the sale of traditional fuel 
vehicles between 2040 and 2060, the cumulative fossil energy 
savings and GHG emissions reductions during the period of 
2020~2050 can reach approximately 32.54~129.10 million TJ 
and 2.70 ~ 9.32 billion tons of CO2-eq, respectively. 

Keywords: Battery Electric Vehicle, Ban Sales of Fossil Fuel 

Vehicles, Fuel Life Cycle, Fossil Energy Consumption, 

Greenhouse Gas Emissions, Logistic Equation 

 

I. INTRODUCTION 
Traditional fossil fuel (e.g., diesel and gasoline) vehicle  (TFV) have 
become the major source of GHG emissions and fossil energy 
consumption around the world[1–3]. As a promising way to promote 
the transition of the energy and environment to sustainability, the 
development and promotion of new energy vehicle (NEV) has 
become an irreversible global wave and trend [4–6]. However, the 

academic research on NEVs mainly focuses on relevant industrial 
policies, consumer behavior, vehicle and fuel technology, and their 
competitive advantages over TFVs in terms of energy and 
environmental sustainability [7–11], few studies discuss the energy 
and environmental impacts of the medium-and long-term 
development of NEVs for a country or region. In addition, the 
development of NEVs industry is not isolated, but closely linked 
with the coordinated development of other industries. The market 
evolution of NEVs and the corresponding energy and environmental 
impacts depend on regional energy planning and the level of 
development of vehicle and fuel technologies. In turn, promoting 
NEVs can also affect the development of these related aspects to a 
certain extent. Currently, many countries around the world have 
drawn up timetables for the withdrawal of traditional fossil fuel 
vehicles from the market (i.e., plans to ban the sales of TFVs), which 
will exert a complex and great impact on the energy, environment 
and the development of related industries. Therefore, it is of great 
significance to study the impact of medium and long-term 
development of NEVs on energy and the environment in the context 
of banning the sale of traditional fossil fuel vehicles, which can 
provide valuable insights for policy formulation and industrial 
planning to promote healthy and sustainable development in an all-
round way. Taking China as an example, this paper systematically 
and deeply analyzes the energy and environmental impact of 
banning the sale of traditional fossil fuel vehicles on the basis of 
fully considering the energy development scenario, vehicle and fuel 
technology and market evolution. It attempts to provide a forward-
looking reference for authorities to formulate reasonable and 
effective industrial planning, so as to better promote the coordinated 
and orderly development of energy, environment, automobile and 
other related industries. 

II. MATERIALS AND METHODS 
 
This study investigates the energy and environmental impacts of 
banning the sale of traditional fossil fuel vehicles in China from a 
life cycle perspective. Life cycle assessment (LCA) is a standardized 
method to measures the impact of products and services throughout 
its life cycle, covering the phases of resource extraction, 
manufacture, distribution, use, and disposal [12,13]. Considering 
that nearly 90% of cars in China are light-duty gasoline passenger 
cars, and battery electric vehicles (BEV) are the main direction of 
the development of the new energy vehicle industry, this study 
selects light duty passenger vehicles as the research object for 
comparative analysis.The system boundary of this study is shown in 
Figure1. The fuel types involved in the LCA analysis are gasoline 
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and electricity. In this article, relevant data are derived from the 
statistical reports of China's transportation and energy industries, 
peer-reviewed journal articles, and other scientific and technical 
literature. The vehicle life cycle inventory data are mainly based on 
the Ecoinvent database.  

 

The overall analysis framework of this study is as follows. Based on 
the energy planning and vehicle technology, it first compared and 
analyzed the fossil energy consumption intensity and the GHG 
emission intensity of BEV and TFV by using the life cycle 
assessment methods. Then, it uses Logistic equation to obtain the 
evolution of China automobile market under different scenarios of 
banning sale of TFV.  Finally, combined with the fossil energy 
consumption intensity and the GHG emission intensity of BEV and 
TFV, and the market evolution of automobile in China under 
different scenarios of banning the sales of TFV, it investigates the 
energy and environment impacts of the medium-and long-term 
deployment of BEV. 

 

 
Figure 1. System boundary of the life cycle assessment 

The Logistic equation was used to simulate and predict the growth 
trend of China’s automobile market[14–16], as shown in Eq. (1). 

𝑀(𝑡) =
𝐴

1+𝐵𝑒−𝐶𝑡                                   (1) 

Where A refers to the maximum capacity of China’s automobile 
market. 𝑀(𝑡) refers to the car ownership at time t. 𝐵 and 𝐶 are the 
two parameters of the logistic equation to be estimated.  

In order to cooperate with the development of BEV industry, China 
has formulated relevant energy development plans to better ease the 
pressure on energy and environment. In this study, two energy 
scenarios were used to further explore the potential of BEV in 
energy saving and GHG emissions reduction: high-proportion 
thermal power scenario and low-proportion thermal power scenario, 
the details are shown in Figure 2 and Figure3.  
For high-proportion thermal power scenario, the proportion of the 
coal-based thermal power generation is expected to drop to about 
60% in 2030 and about 45% in 2050 [17,18]. As to the low-
proportion thermal power scenario, the proportion of the coal-based 
thermal power generation is expected to drop to about 45% in 2030 
and about 11% in 2050 [19,20] . At the same time, the fossil energy 
consumption of the coal-based thermal power generation is expected 
to drop to 8.50 MJ/kWh in2030, and 8.06 MJ /kWh in 2050[19,21]. 
In addition, the fuel economy of vehicles on road in China are 
presented in Figure 4. 

 

 
 

Figure2. High-proportion thermal power scenario in China 

 

 
Figure 3. Low-proportion thermal power scenario in China 

 

 
 

Figure 4. The fuel economy of vehicles on road in China [22–24]  
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III. RESULTS 
 

A. Fossil Energy Consumption Intensity and 
GHG Emission Intensity of BEV and TFV 
Based on the above energy planning and assumption, we compared 
and analyzed the fossil energy consumption intensity and the GHG 
emission intensity of BEV and TFV, as shown in Figure 5 and 
Figure 6.  

 

 
Figure 5. Comparison in GHG emissions intensity of TFV and BEV 
under different scenarios 
 

 
 
Figure 6. Comparison in fossil energy consumption intensity of TFV 
and BEV under different scenarios  
 
As can be seen from Figure 5 and Figure 6, with the increase in the 
proportion of renewable electricity generation and the power 
generation efficiency of coal-fired thermal power stations, the 
advantages of BEV in energy conservation and emission reduction 
will become more and more significant. Under the high-proportion 
thermal power scenario, the GHG emission intensity of BEV will 
drop to 128.02 g CO2-eq/km in 2030 and 90.07 g CO2-eq/km in 
2050, while the fossil energy consumption intensity of BEV could 
also be reduced to 1.53 MJ/km in 2030 and 1.16MJ/km in 2050. This 
means that replacing TFV with BEV can reduce GHG emissions and 
fossil energy consumption by up to 48.55% and 46.08%, 

respectively. If China’s energy development follows the low-
proportion thermal power scenario, the GHG emission intensity of 
BEV will drop to 112.11g CO2-eq/km in 2030 and 73.07 g CO2-
eq/km in 2050, while the fossil energy consumption intensity of 
BEV could also be reduced to 1.39MJ/km in 2030 and 1.09MJ/km 
in 2050. Under this energy development scenario, replacing TFV 
with BEV can reduce GHG emissions and fossil energy 
consumption by up to 58.26% and 53.03%, respectively. Therefore, 
promoting BEV has great prospects in reducing fossil energy 
consumption and GHG emissions. 

B. Dynamic evolution of China's auto market 
This paper uses the Logistic equation to obtain the development 
trend of BEV and TFV under scenarios of banning the sale of TFV 
by 2040, 2050, and 2060 in China, respectively. The detailed results 
are shown in Figures 7–9. It can be seen that if China bans the sale 
of TFV from 2060, the market scale of BEV will exceed 100 million 
around 2042 and surpass the market scale of TFV by 2049. If China 
bans the sale of TFV from 2050, the number of BEV will reach 100 
million around 2037 and then surpass the market scale of TFV 
around 2041. In particular, If China plans to ban the sale of TFV 
from 2040, the market scale of BEV will exceed that of TFV by 
around 2035. 
 

 
Figure 7. Market evolution under the scenario of banning the sale 

of TFV by 2040 

 
 Figure 8. Market evolution under the scenario of banning the sale 

of TFV by 2050 
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Figure 9. Market evolution under the scenario of banning the sale 

of TFV by 2060 
 

C. The Energy and Environmental Impact of 
Banning the Sale of TFVs 
In order to investigate the energy and environmental impacts of the 
medium-and long-term deployment of BEV, based on the BEV 
development trends and the energy planning scenario, we first 
calculated and compared the annual GHG emissions and energy 
consumption of the entire China automobile market with and 
without BEV, and then used 2020 as the starting point to calculate 
the cumulative fossil energy savings and GHG emission reductions 
brought about by the promotion of BEV during the period of 2020 
~ 2050. The detailed results are shown in Figure 10 and Figure11. 

 

 
Figure 10. Cumulative GHG emissions reduction under different 

scenarios 
 

 

 

 
 

Figure 11. Cumulative energy consumption reduction under 
different scenarios 

 
It can be seen from Figure 10 and Figure 11 that the promotion of 
BEV can significantly reduce the GHG emissions and fossil energy 
consumption of the automobiles market in China. If China plans to 
ban the sales of TFV from 2060, under the high-proportion thermal 
power scenario, a cumulative fossil energy savings of 2.74 million 
TJ and a cumulative GHG emissions reduction of 0.21 billion tons 
of CO2-eq can be achieved by 2030. By 2050, the cumulative 
energy-saving and GHG emissions reduction can reach 32.54 
million TJ and 2.70 billion tons of CO2-eq, respectively. 
Furthermore, under the low-proportion thermal power scenario, the 
cumulative energy savings and GHG emissions reduction can reach 
2.94 million TJ and 0.23 billion tons of CO2-eq by 2030 and 37.88 
million TJ and 3.30 billion tons of CO2-eq by 2050. If the sale of 
TFV will be banned from 2050, with the continuous market 
diffusion of BEV, the cumulative energy savings by 2030 can reach 
3.70 million TJ under high-proportion thermal power scenario and 
3.99 million TJ under low-proportion thermal power scenario. In 
addition, the cumulative GHG emissions reduction by 2030 can also 
reach 0.28 billion tons of CO2-eq under high-proportion thermal 
power scenario and 0.31 billion tons of CO2-eq under low-
proportion thermal power scenario. Furthermore, by 2050, the 
cumulative energy savings can reach 56.60 million TJ under high-
proportion thermal power scenario and 66.05 million TJ under low-
proportion thermal power scenario, and the cumulative GHG 
emissions reduction can also reach 4.69 billion tons of CO2-eq 
under high-proportion thermal power scenario and 5.76 billion tons 
of CO2-eq under low-proportion thermal power scenario. 
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In particular, if China plans to ban the sale of TFV by 2040, under 
the high-proportion thermal power scenario, the cumulative energy 
savings and GHG emissions reduction can reach 7.75 million TJ and 
0.49 billion tons of CO2-eq by 2030. By 2050, the cumulative 
energy savings and GHG emissions reduction can reach 110.78 
million TJ and 7.60 billion tons of CO2-eq, respectively. 
Furthermore, under the low-proportion thermal power scenario, the 
cumulative energy savings and GHG emissions reduction can reach 
8.39 million TJ and 0.55 billion tons of CO2-eq by 2030 and 129.10 
million TJ and 9.32 billion tons of CO2-eq by 2050. 
 

IV. DISCUSSION AND CONCLUSIONS 
 
This study investigates the energy and environmental impacts of 
banning the sale of traditional fossil fuel vehicles in China from a 
life cycle perspective. Combined with the development of China’s 
energy sector and vehicle and fuel technology, the comparative 
advantages of BEV over the traditional gasoline-powered vehicle in 
terms of energy-saving and GHG emissions reduction was analyzed. 
In addition, the Logistic equation was used to simulate and predict 
the growth trend of BEV at different timing of banning the sale of 
TFV. Finally, on the basis of the market scale of BEV and TFV in 
China, the impact of the medium and long-term development of 
BEV on energy and the environment was further estimated. The 
main conclusions are shown as follows. 

BEV has great potential in reducing fossil energy consumption and 
GHG emissions. Under China’s current electricity mix, the life cycle 
GHG emissions intensity and fossil energy consumption intensity of 
BEV is about 40.94% (120.04 g CO2-eq/km) and 45.90% (1.68 
MJ/km) lower than those of TFV, respectively. As the proportion of 
renewable electricity generation and the power generation efficiency 
of coal-fired thermal power stations continue to increase, the 
advantages of BEV in energy conservation and emission reduction 
will become more and more significant. By 2050, under the high-
proportion thermal power scenario, replacing TFV with BEV can 
reduce GHG emissions and fossil energy consumption by up to 
48.55% and 46.08%. In particular, if China’s energy development 
follows the low-proportion thermal power scenario, replacing TFV 
with BEV can reduce GHG emissions and fossil energy 
consumption by up to 58.26% and 53.03%, respectively. 

If China bans the sale of TFV from 2060, the market scale of BEV 
will exceed 100 million around 2042 and surpass the market scale 
of TFV by 2049. During 2020 ~ 2050, the cumulative fossil energy 
savings and GHG emissions reductions can reach 32.54~37.88 
million TJ and 2.70 ~ 3.30 billion tons of CO2-eq, respectively.  If 
China bans the sale of TFV from 2050, the number of BEV will 
reach 100 million around 2037 and then surpass the market scale of 
TFV around 2041. During the period of 2020~2050, a total of 
approximately 56.60~66.05 million TJ fossil energy savings and 
4.69 ~ 5.76 billion tons of CO2-eq GHG emissions reductions can 
be obtained. In particular, if China plans to ban the sale of TFV from 
2040, the market scale of BEV will exceed that of TFV by around 
2035. During 2020 ~ 2050, the cumulative fossil energy savings and 
GHG emissions reduction can reach approximately 110.78~129.10 
million TJ and 7.60 ~ 9.32 billion tons of CO2-eq, respectively.  

Nowadays, China faces increasing pressure on energy and the 
environment in the process of economic development. Vigorously 
promoting new energy vehicles is one of the potential ways to 
effectively alleviate these problems. In order to better achieve 
sustainable and healthy development of China’s new energy vehicle 
industry, authorities should formulate scientific and reasonable 
industrial strategies and policies, strengthen technological 
innovation, and accelerate the development of supporting industries. 
Since electricity production is the most important factor that can 
significantly affect the potential of BEV in reducing GHG emissions 

and fossil energy consumption in China, relevant national energy 
development plans such as increasing the proportion of green 
electricity, controlling the emission standards of the power plants, 
and continuously improving the generation efficiency of thermal 
power should be effectively implemented. 

However, there also exist some limitations in the study. First, due to 
the lack of available data, this study selects passenger cars as the 
research object for comparative analysis and does not consider other 
components of the road transportation system such as transit buses, 
sanitation vehicles, and other types of heavy-duty vehicles. 
Furthermore, in terms of environmental impact, the LCA study only 
focuses on GHG emissions and does not include broader impacts on 
human health, ecosystems, and resource availability. All these need 
to be further supplemented and improved in the future.  
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Abstract 

In the mining industry, HEMM (Heavy Earth Moving 
Machinery) operators usually suffer from Whole Body 
Vibration (WBV) exposure. The vibrations generated from 
machinery sources during operation are transmitted to the 
human body. There are several undesirable health hazards 
arises due to WBV exposure in opencast mines, which 
includes deterioration of ‘nervous system’, ‘circulatory 
system’, ‘digestive system’, and ‘low back pain’. This paper 
is anticipated to examine how machine condition, haul road 
condition, operational culture and work time exposure 
affect vibration exposure of mine operators in an opencast 
mine. In this context, a conceptual model is developed by 
means of path-analysis through Structural Equation 
Modelling (SEM). As there are no statutory guidelines and 
standardized threshold limit available for WBV with 
Indian mine operators, relevant clauses of International 
Organization for Standardization are followed for 
monitoring WBV.  

Keywords: Whole Body Vibration (WBV), opencast 

mines, conceptual model, SEM, ISO 2631-1(1997), ISO 2631-

5(2004) 

 

I. INTRODUCTION 
Mining is an essential operation for sustainability of Indian 
power sector and economic environment. As mining is the 
backbone of Indian power sector and economy, we must 
continue mining uninterruptedly. It is very known fact that the 
mining operation involves many challenges with respect to 
safety of mine workers. Various agencies have been conducting 
a significant number of scientific investigations on the 
methodological and behavioral characteristics of mine safety, 
miner’s health and mine based occupational diseases. However, 
the multifaceted mechanisms that lie beneath the contributory 
associations of safety perceptions and mine injuries are still not 

entirely explored [1]. “In recent years, researchers have been 
trying to comprehend the hidden structures, including 
environmental, organizational and socio-technical factors that 
potentially lead to accidents and fatalities in mining 
complexes” [1-4]. Although health hazards like dust, noise and 
noxious fumes etc. engrossed researchers’ attention, health 
problems arise due to exposure of whole-body vibration 
remained dormant for several years. The human body parts 
most prone to have an effect due to WBV depend on the 
“magnitude of vibration, the frequency of vibration, 
distribution of the motion within the body, body postures, and, 
direction, and duration of vibration”[5]. There is physically 
powerful evidence that work-related exposure to WBV is allied 
with an augmented risk of “Low Back Pain (LBP), sciatic pain, 
and degenerative changes in the spinal system including lumbar 
inter-vertebral disc disorders and chronic pain etc.”[6]. the 
diseases encountered due to WBV can increase sick leave, 
minor-disabilities, and man day’s loss etc. 
 Operators of HEMM deployed in open cast mines viz. motor 
grader, dozer, crane, rock breaker, dumper, excavators, and 
large diameter drill are exposed to high level of WBV and if 
they are exposed to vibration more than threshold limits (As 
given in ISO) for long time, than they may start suffering from 
many diseases and physical problems which may turn into 
serious if not taken care of properly [7-12]. In Indian mining 
scenario, vibration is not considered as major aspect till date, 
therefore proper management actions should be introduced in 
Indian mines for fighting against vibration related diseases. 
Design and implementation of proactive WBV management 
plan are required, so that the effect of WBV can be assessed 
and diagnosed properly.  
This paper is anticipated to examine how machine condition, 
haul road condition, operational culture and work time 
exposure affect vibration exposure of mine HEMM operators 
in an opencast mine. In this context, a conceptual model is 
developed by means of path-analysis through Structural 
Equation Modelling (SEM). Structural equation modelling 
(SEM) has been recurrently applied in mine accident analysis, 
safety management, and other fields [13]. Complex 
associations between exogenous latent variables and 
endogenous variables are generally investigated by using SEM 
[13]. SEM essentially comprises a measurement model and a 
latent variable model (path analysis) that demarcate the 
relations among latent variables [14].  
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A. Whole-body Vibration Standards 
ISO technical committee submitted the first draft proposal, 
“Classification of the Influence of Mechanical Vibration of 
Man", in June 1964 was tabled. After getting green signal and 
consent from 19 countries (UK and USSR not given consent) 
the finalized provisions of standard were enforced and made 
available. The standard was amended in 1978, 1982 and 1985 
respectively.  

a) ISO 2631-1(1997) 
Comprehensive modification of ISO 2631 was commenced in 
1979 and the new standard was finally published in 1997 in 
association with BS 6841. The appraisal methods comprise the 
fourth power VDV (Vibration Dose Value) and a running RMS 
(Root Mean Square) method with one-second time constant 
[15]. Indirect type of Health protection guidance is provided 
according to the VDV value. However, no guidance is provided 
for the running RMS method [15].  

b) ISO 2631-5:2004 
ISO 2631-5:2004 addresses “human exposures to mechanical 
multiple shocks measured at the seat pad when a person is 
seated”. The adverse health effect in contrast to long vibration 
exposure with multiple shocks is related to dose measures. This 
version of the ISO standard towards WBV was concerned to 
show the adverse health effect in the lumbar spine [15]. WBV 
limits for the eight-hour working condition according to health 
guidance caution zone (HGCZ) are shown in Table1 (As per 
ISO 2631-1 1997, Annex B).  
Table1: (WBV limits for the eight-hour working condition 

according to health guidance caution zone (HGCZ) in 
(ISO 2631-1 1997, Annex B) 

Parameter Exposure 
action value 

(EAV) 

Exposure 
limit value 

(ELV) 

Units 

RMS  0.45 0.90   m/s2 
VDV 8.5  17 m/s1.75 

 

II. ADVERSE IMPACT OF WBV ON 
HUMAN HEALTH 
Mandal, 2006 [6] conducted detailed investigation on WBV 
exposure scenario of Indian mine workers and found that the 
vibration of frequencies between 0.5-80Hz is main reason for 
imposing detrimental effects on the human body parts and 
organs. The transmission of vibration through HEMMs to the 
body is dependent on body posture as well as other ergonomic 
factors. The effects of vibration are therefore complex. 
Exposure to WBV causes motions and influences on parts of 
the human body adversely, that may cause discomfort. 

• Adversely affect performance. 
• Aggravate pre-existing back injuries and 
• Present a health and safety risk. 
• Low-frequency vibration causes motion sickness 

There are many adverse impacts related to WBV and some of 
the effects are shown in Figure 1. 

Figure 1 Problems in lumbar spine due to WBV exposure 
 (Source: Safety news alert, 2014) 

 

III. CONCEPTUAL STRUCTURAL 
EQUATION MODEL FOR 
INVESTIGATING VIBRATION IMPACT 
ON HUMAN BODY 
A. Theory and Hypothesis 
a) Vehicle condition & maintenance 
In opencast mines, the vehicle conditions play a vital role with 
respect to vibration exposure of operators. Vehicle condition 
refers to the vehicle age, break down proneness and frequency 
of maintenance of machine etc. Vehicle condition and 
maintenance effect on vibration can be measured by 
considering different manifest variable viz. machine age, 
frequency of maintenance, break down proneness and working 
hour of the vehicle. 

b) Haulage Road condition 
The haul road condition in Indian opencast mines is one of the 
main factors that affects human vibration exposure.  If the road 
condition in mines is undulating and without proper dimension 
for transportation of ore/overburden to crusher plant or dump 
yard, then it leads high exposure of vibration. Blood et al. 
(2010) [16] concluded that “poor road conditions and 
maintenance of vehicles lead to an intermittent impact on 
operators in terms of spinal disorder and fatiguing of associated 
muscles”. Impact of haulage road condition on vibration 
exposure can be measured by considering different manifest 
variables viz. frequency of road maintenance, feature of haul 
road, dimension of haul road and lead distance.    

c) Operational culture 
Operational culture refers to the working procedure and 
character of miner. If the mine operators are aware of the 
vibration problem and is a skilled person then the vibration 
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exposure will be less at that scenario. Mandal and Srivastava 
(2010) concluded that “poor environmental condition, habits of 
miners and posture relates to physical disorder in the form of 
back pain” [17].  Impact of Operational culture on vibration 
exposure can be measured by considering different manifest 
variable like training for operators, awareness of vibration, 
operators experience and overloading of machine. 

d) Work time exposure 
Working time directly affects the vibration exposure. It can be 
varied by different manifest variables i.e., production load, 
availability of skilled operators, haul road condition and over 
time. Kim et al. (2018) proposed that “Operators of HEMM's 
having a long duration of operating time for excavation of 
mineral may enhance the biomechanical loading in the vertebra 
and its associated muscles” [18]. Researchers found that 
“regular exposure for a high time duration to WBV will have 
the risk of musculoskeletal injuries by fatiguing or damaging 
the soft parts related to the spine and related associated 
muscles” [19].  

B. In accordance with the above discussion 
on latent variables, we propose the 
following research hypothesis:   

 
H-1. Machine condition and maintenance is inversely related to 
vibration exposure. 
H-2. Haulage road condition (poor/good) is inversely related to 
vibration exposure. 
H-3. Machine condition and maintenance is directly related to 
haul road condition. 
H-4. Operational culture is inversely related to vibration 
exposure. 
H-5. Work time exposure is directly related to vibration 
exposure. 
H-6. Work time exposure is inversely related to haul road 
condition. 
H-7. Machine condition and maintenance is directly related to 
operational culture. 

C. The conceptual structural equation 
model: 

The conceptual structural equation model is developed to 
investigate the vibration exposure of mine operators at opencast 
mines. The conceptual structural model can be divided into two 
parts: the measurement model and the structural model. The 

measurement model denotes how latent constructs are 
depending on the manifest variables.  
 
A latent variable or construct is a hypothesized and 
unobserved concept that can only be approximated by 
observable or measurable variables. Manifest variable is the 
observed or derived value for a specific item or questions, 
obtained either from the respondent’s responses to questions (as 
in questionnaires) or from observation by the researcher.  
Manifest variables are used as the indicators of latent constructs 
or variables.  
 
The measurement model is established by 15 manifest variables 
such as machine age, frequency of maintenance, number of 
working hour per day, road maintenance, shape of road, 
distance of haul road, training, awareness,  operators 
experience, overload condition, production load, availability of 
skilled operators, over time, haul road distance as indicator of 
five latent variables such as machine condition and 
maintenance, haul road distance, operational culture, work time 
exposure and vibration exposure. The five latent variables are 
correlated with each other. 
 
The structural model equation represents the path relationship 
among the latent variables, explains the path effects, and 
allocates the explained variance. Path model is framed to 
scrutinize the strength and pattern of relationship amongst the 
machine condition and maintenance, haul road distance, 
operational culture, work time exposure and vibration exposure 
and their sequential relationship leading towards human body 
injury in mines. 
 
 In the path diagram, a straight line with a single arrowhead 
specifies that the manifest variable closest to the arrowhead is 
proposed to be caused by the latent variable from which the line 
emanates. The relationship between manifest variable (X) and 
latent variable (β) is denoted by lambda (λ). The conceptual 
Structural Equation Model (SEM) measurement (Figure 2) and 
structural model (Figure 3) are developed which are 
represented below schematically. The developed models will 
be tested for opencast mining industry in due course. 
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Figure 2 Path diagram of measurement model 

 

 
Figure 3 Hypothesized path Diagram among the vibration exposure, m/c condition and maintenance, haul road, operational culture, 

and work time exposure
 

IV. CONCLUSION 
Study on Whole-body vibration exposure on Indian opencast 
mine HEMM operators may be considered as a prime issue to 
improve occupational health and safety scenario of mining 
industry. It is observed that the detrimental ill-effects (fatigue, 
insomnia, headaches, and shakiness) are mainly caused by high 
frequency and magnitudes of vibration faced by the operators 
during HEMM operation. A conceptual structural equation 
model (SEM) is developed to show how the vibration exposure 
in an opencast mine is related to different factors. The relation 
can be measured by questionnaire survey and by measurement 

data analysis. Thus, validation of the conceptual model requires 
extensive field investigation. It is expected that model outcomes 
will help the mining fraternity to reduce the effect of WBV and 
enhance OH&S awareness.  To sum up the current study 
highlights machine condition & maintenance, haul road 
condition, operational culture, and work time exposure as 
antecedents to vibration exposure of mine operators in open cast 
mines.  
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Abstract 

For the last two decades, microbial fuel cell (MFC) has been 
studied to treat wastewater and simultaneously produce 
electricity. This innovative bioelectrochemical technology offers 
the possibility of generating electric current from wide a range 
of complex organic wastewater. From this perspective, the MFC 
requires knowledge of structural and material modification in 
electrodes aimed to enhance the overall performance. 
Therefore, membrane electrode assembly (MEA) was developed 
through a combination of electrodes and proton exchange 
membrane. The MEA provides maximized power generation 
and extended cell lifetime on the MFC system. In this study, the 
MFC-MEA was analyzed during the acclimation stage in scale-
up aimed at chemical oxygen demand (COD) removal and 
energy generation from a growth medium rich in acetate. 
Electrochemical analysis and water quality measurements were 
assessed. We show that the selection and biofilm acclimatization 
procedure is a simplified process, starting from anaerobic 
sludge. The results showed the efficiencies of COD removal and 
maximum power density were 74.60% and 47.49 mWm-2, 
respectively. Thus, this study indicates a successful startup and 
a promising reactor configuration for MFC technology. 
 
Keywords: Acclimation; air cathode microbial fuel cell; COD 

removal; renewable energy; energy recovery 

I.  INTRODUCTION 
In recent years, microbial fuel cell (MFC) technology has received 
increased attention. This technology consists of an 
bioelectrochemical reactor, which generates electricity directly from 
an organic fuel using electroactive microorganisms [1]. Wastewater 
can be used as the electron donor, solving two worldwide issues: 
energy supply and wastewater treatment [2], [3].  
Unfortunately, the production of high power generation is still a 
challenge for practical applications [4]. Significant work has been 
done to overcome this issue, such as improvement in materials and 
structure [5]. A promising alternative to improve the MFC energy 
production is the employment of membrane electrode assembly 
(MEA) as an electrode [6], [7]. The MEA structure consists of the 
proton exchange membrane sandwiched between the anode (GDE – 

gas diffusion electrode) and cathode (GDL – gas diffusion layer). 
The benefits from this setup consist in electrode-membrane contact 
improvement and internal resistance reduction [8]. Moreover, the 
use of MEA dismisses the use of aeration and dissolved oxygen 
(DO) diffusion, improving energy production.  
Despite the broad interest in many engineering aspects of the MFC, 
the electroactive bacteria play the most crucial aspect. Therefore, 
providing conditions that promote the development of electroactive 
bacteria contributes to the performance of the MFC system [9]. The 
bacteria present at the anode, builds a biofilm on the electrode 
surface, which is named electroactive biofilm [10]. The biofilm acts 
as a biocatalyst to oxidize the carbon source, produce electrons and 
protons, and generate electrical power from their metabolism [11]. 
Many of these abilities and potentials are expressed during the initial 
biofilm formation period and affect MFC performance thereafter. 
The startup time of MFC is directly related to the biofilm formation 
on the anode [12].  
From this perspective, the aim of this work has been focused on the 
acclimation of a scaled-up MEA-MFC. In this research, an MEA 
was introduced as a high-performance air-cathode in MFC with the 
gowl to increase bioenergy generation and reduce the chemical 
oxygen demand (COD) using a growth medium rich in acetate  

II.  METHODOLOGY 

A. MFC construction 
The set-up used in this work consisted of a scaled-up single-chamber 
MFC. The MFC was fabricated using acryl sheets, with an anodic 
work volume of 2 L. The electrode consists of MEA, with a nominal 
area of 144 cm² (Figure 1). Air cathode was composed of an MEA. 
Each MEA was made up of a Nafion™ (212) membrane, which 
operated as the chamber separator. The membrane was sandwiched 
between a carbon felt anode (GDL) and a carbon cloth cathode 
(GDE) coated with a catalyst loading of 0.4 mg Pt cm-2 (Novo- cell, 
Americana, Brazil). The MEA also contain carbon nanoparticle 
(Vulcan XC 72R), which provides excellent electron conductivity, 
and polytetrafluoroethylene (PTFE) layer, to prevent the oxygen 
diffusion into the anode and water leak in the air-cathode. Stainless 
steel (SS) plates were used as electron collectors. A single copper 
wire connected the electrodes externally. 

B. Inoculation and operation conditions 
The inoculum source was sludge taken from an anaerobic tank 
installed at a municipal wastewater treatment plant (Florianopolis, 
Brazil). The sludge had a volatile suspended solids concentration of 
20 g L-1. MFC was inoculated with a mixture of anaerobic sludge 
(50 mL) and a growth medium. The medium contained 1 g L-1 
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sodium acetate, vitamins (5 ml L-1), and minerals (12.5 ml L-1), in 
50mM phosphate buffer solution (PBS) (4.576 g Na2HPO4, 2.452 g 
NaH2PO4·H2O, 0.31 g NH4Cl, 0.13 g KCl) [13]. The acclimation 
was conducted by feeding the reactors with sludge and growth 
medium, each 24 h, until voltage generation. Thereafter, only 
sodium acetate (1 g L-1) and PBS were fed to the reactor. In fed-
batch operation, reactors were refilled each time when the voltage 
decreased to less than 50 mV, forming one complete cycle of 
operation. The experiment was conducted with an external 
resistance (Rext) of 1000 Ω, in a constant temperature room of 30 ºC. 
 

 
Figure 1. MEA electrode structure. 

C. Calculations and measurements 

The voltages across the resistor were measured every 3 min using a 
digital multimeter (ET-2615A, Minipa). Current, I [mA], was 
calculated according to Ohmic law, I = E/Rext, where E is the voltage 
[mV] and Rext is the external resistance [Ω]. Power, P [mW], was 
calculated according to P = I.E. Current density [mA cm−2] and 
power density [mW m−2] were determined by normalizing by area 
of the electrode. Polarization curves were generated by varying the 
external resistance, setting the MFC to open circuit for at least 30 
min, or until a stable voltage was observed, and lowering the 
external resistance from 1000, 500, 200, 100, 50, 20, 10 Ω at 10 min 
intervals. Moreover, the MFC performance was evaluated in terms 
of COD. For this purpose, the MFC influent and effluent were 
collected at the start and end of each cycle. COD was measured by 
spectrophotometry (Hach DR5000) according to the adapted 
methodology from standard methods for the examination of water 
and wastewater, using the procedure of the analytic described in 
Hach 8000 (Hach Co., Loveland, CO). COD removal efficiency 
[%], was calculated based on the initial and final COD. pH and 
conductivity were obtained using a multiparametric probe (AKSO, 
AK88). Coulombic efficiency (CE), defined as the fractional 
recovery of electrons from the substrate, was calculated according 
to Eq 1: 

CE=
M ∫ Idtt1

t0
nvFv∆COD

 (1) 

Where M is the molecular weight of oxygen (32 g mol-1), I is the 
average current (mA), t is the hydraulic retention time (s), F is 

Faraday’s constant (96,485 C mol−1), n is the number of electrons 
exchanged per mole of oxygen (4 mol e− mol−1), v is the MFC 
volume (L), and ∆COD is the change in COD over time t (g L-1) 
[24]. 

III. RESULTS AND DISCUSSION 

A. Voltage generation 
Startup time was defined here as the time needed to produce 
repeatable current output over multiple cycles. Moreover, is related 
to biofilm development. According to voltage generation (measured 
over a 1000 Ω resistor), a latency phase was observed during the two 
first days, followed by an exponential increase up to day 3 to 5. After 
that, the voltage reached a plateau of around 650 mV. The MFC 
produced a maximum voltage of 795 mV. The start-up time took 15 
days. This data can be seen in Fig. 2. 
The development of an electroactive biofilm is responsible for MFC 
performance. In a typical startup of MFCs, the biofilm formation can 
be divided into three stages, such as reversible attachment, 
irreversible attachment, and biofilm generation [12], [14]. In stage 
1, bacteria adapt to the new environment, flow around in the anode 
chamber, contact, and isolate with the anode reversibly. In this stage, 
typically no voltage can be generated, as can be seen on the first day. 
Stage 2 is characterized by the irreversible attachment of 
electroactive bacteria, and the increase in MFC voltage (Day 2-5). 
Subsequently, the microcolonies quickly grow to achieve stable 
voltage output. Following on, in stage 3, microcolonies turn to 
biofilm, generating continuous and stable power output (Day 6-15). 
These steps could be identified in Fig. 2.  
 

 
Figure 2 – Voltage measured across 1000 Ω resistor. 

 
Similar results were found by Min et al. [15]. The authors pointed 
out that the MEA-MFC produced electric power after about a 50 h 
lag and stable operation with an average voltage was 519 ± 2 mV 
between 104 and 168 h after the start-up. In addition, the authors 
explain that a mixed culture obtained from domestic wastewater as 
inoculum, can easily within a short period immobilize on the anode 
electrode even though the anode was very close to the aerobic 
cathode chamber [15]. Moreover, in anaerobic sludge, the anaerobic 
environment is more selective and houses only species prone to 
reduce a terminal electron acceptor different from oxygen, which 
facilitates the adaptation [16]. MFCs inoculated with the mixed 
culture consistently produced more power than MFCs inoculated 
with the pure culture [17]. Vicari et al. [16]. compare the 
performance of different inoculum sources, anaerobic and anaerobic 
sludge. The authors noted that the MFC inoculated with the 
anaerobic sludge gave the best power density of 4.59 W m−2, 
corresponding to 1.38 W m−3.  
In addition to the inoculum source, other factors such as external 
resistance [18], the electrode material [19], and appropriate 
methodology for inoculation [8], may have contributed positively to 
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the acclimatization period. Such benefits will reflect on the long-
term performance. 
In this present study, after MFC achieved 0.625 mV (Day 4), the 
sludge addition was suspended. Then, MFC was fed only with PBS, 
acetate, vitamin, and mineral solution. This procedure was repeated 
after the voltage drops to 50 mV, approximately. The voltage always 
increased immediately after the solution was replaced with a fresh 
medium, maintained a constant value for a period, and gradually 
decreased as the organic matter (e.g. COD) was consumed. This 
cycle took approximately 5 days (hydraulic retention time – HRT).  

B. Power density and polarization test 
In the start-up phase, the scaled-up MEA-MFC achieved a 
maximum current density of 60.11 mAm-2 and power density of 
47.79 mWm-2. This value is obtained at an open-circuit voltage 
(OCV) of 680 mV. The theoretical OCV value for an MFC fed with 
acetate is 805 mV [20]. This discrepancy could be attributed to high 
activation overpotentials, ohmic losses and concentration 
polarization, typical MFC disadvantages [21]. However, the current 
generation confirms the activity of electroactive bacteria. 
Nevertheless, analysis of inoculum and biofilm bacteria would be 
interesting to assess which electroactive species was present in 
MEA-MFC. 
Table 1 shows the maximum power production obtained on different 
days during the acclimation stage. It is important to note the increase 
in value during the period. This performance could be attributed to 
the adaptation and growth of electroactive microorganisms and 
biofilm development.  
 
Table 1. HRT, COD removal, coulombic efficiency, and power 

production from MEA-MFC 
Operational 

day 
HRT  
(d) 

COD 
removal (%) 

CE 
(%) 

Max power 
density 

(mWm-2) 
1 1 19.34 2.47 0.76 
3 1 31.36 5.92 11.71 
9 5 74.31 20.82 29.25 

13 5 74.60 23.91 47.49 
 
A polarization test was conducted on the last day of the start-up 
period, to characterize the overall performance of MFC and 
illustrate the potential losses. The maximum power density (Pmax), 
i.e. the top of the parabola (Fig. 3), was 179.05 mWm-2 at a current 
density of 60.85 mAm-2 (Rext = 500 Ω). Based on polarization data, 
decreasing the external load has increased the electrical current and 
decreased the cell voltage, which is typical fuel cell behavior [22]. 
According to Logan et al.[20], the polarization curve can be divided 
into three zones, which represent a kind of loss, such as activation, 
Ohmic, and mass transport. These three zones are observed, 
suggesting that the system is meeting the steady-state and showing 
a good performance [23].  
At high current density, the polarization curve shows an overshoot 
phenomenon (Figure 3). Its presence could indicate that microbial 
biofilm has not matured to a sufficient level. However, Winfield et 
al. [24] explain that time favors this process. Then, more few days 
provide the establishment of a healthy biofilm and the disappearance 
of the overshoot. The assessment of electrode potentials could 
contribute to understanding this phenomenon in the MEA-MFC. 

 

 
Figure 3. Polarization and power density curve. 

C. COD removal 
In evaluating an MFC as a bioelectrochemical device able to 
produce an electric current from the oxidation of organic matter, the 
COD concentration in the outlet of the MFC (effluent) is worth to 
be evaluated as one important parameter [16]. The acetate-fed 
medium has a COD concentration equal to 745 mg L-1, pH 7, and 
6.9 mS cm-1. The depletion of COD remains in the current 
generation. However, in the biofilm, coexist the electroactive and 
no-electroactive microorganisms. Both groups are responsible for 
COD degradation.  
It is important to note that over the days, the COD removal 
increased. In the first moment, the COD removal was not 
satisfactory, but expected, due to the adaptation period. After that, 
the operation condition changed, and the HRT became 5 days. The 
COD removal efficiency increased with the increase in time, which 
means, how much longer the influent spend inside the reactor, more 
available time for biodegradation [25].  
This performance could be attributed to several factors. The 
composition of inoculum also severely influences the performance 
of COD removal efficiency, as the carbon source (glucose, acetate, 
sucrose) [26]. In addition, the external resistor also contributes to 
MFC performance. For a COD initial concentration of 840 mg L-1, 
Zhang et al. [27] found rates equal to 0.030 h-1 with 100 Ω and 0.065 
h-1 for 1000 Ω, then in lower resistance, COD removal rate 
increased. 
The relation between COD removal and power production is 
expressed by CE (Table 1). The CE increased with COD removal, 
indicating microbial electroactive activity. Other studies reported 
similar values for the start-up phase [16], [17], [19].  
Furthermore, despite the low percentage of COD removal in the first 
days, it can be inferred in Table 1 that a very efficient and robust 
bacterial community has grown in the anode as it is capable of 
converting 23,91% of the energy content of the medium into 
electricity. 

IV. CONCLUSION 
In this study, an air-cathode MEA-MFC equipped with the 
membrane electrode assembly (MEA) of 2 L was used for in situ 
power generation. Stable power generation could be obtained in 15 
days. The inoculum source provides a rapid growth in voltage, 
resulting in a short inoculation period. After this acclimatization 
period. The scaled-up MEA-MFC can be applied for energy 
recovery from wastewater 

V. ACKNOWLEDGMENTS 
This study was financed in part by the Coordenação de 
Aperfeiçoamento de Pessoal de Nível Superior – Brasil (CAPES) – 
Finance Code 001. The authors received financial and technical 
support from the Federal University of Santa Catarina (UFSC)” 

0

200

400

600

800

0 25 50 75 100
0

50

100

150

200

V
ol

ta
ge

 (m
V

)

Current density (mA/m-2)

Po
w

er
 d

en
si

ty
 (m

W
 m

-2
)

Power density curve

Polarization curve



International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 

4 

 

VI. REFERENCES 
[1] J. Yu, Y. Park, E. Widyaningsih, S. Kim, Y. Kim, and T. 

Lee, “Microbial fuel cells: Devices for real wastewater 
treatment, rather than electricity production,” Sci. Total 
Environ., vol. 775, p. 145904, Jun. 2021, doi: 
10.1016/j.scitotenv.2021.145904. 

[2] H. Liu, R. Ramnarayanan, and B. E. Logan, “Production of 
Electricity during Wastewater Treatment Using a Single 
Chamber Microbial Fuel Cell,” Environ. Sci. Technol., vol. 
38, no. 7, pp. 2281–2285, 2004, doi: 10.1021/es034923g. 

[3] J. Vilas Boas, V. B. Oliveira, L. R. C. Marcon, M. Simões, 
and A. M. F. R. Pinto, “Optimization of a single chamber 
microbial fuel cell using Lactobacillus pentosus: Influence 
of design and operating parameters,” Sci. Total Environ., 
vol. 648, pp. 263–270, Jan. 2019, doi: 
10.1016/j.scitotenv.2018.08.061. 

[4] B. Fu, T. Xu, X. Guo, P. Liang, X. Huang, and X. Zhang, 
“Optimization and simulation of a carbon-based flow-
through composite anode configuration to enhance power 
generation and improve effluent quality simultaneously for 
microbial fuel cells,” J. Clean. Prod., vol. 229, pp. 542–
551, 2019, doi: 10.1016/j.jclepro.2019.04.308. 

[5] H. Ni, K. Wang, S. Lv, X. Wang, L. Zhuo, and J. Zhang, 
“Effects of Concentration Variations on the Performance 
and Microbial Community in Microbial Fuel Cell Using 
Swine Wastewater,” Energies, vol. 13, no. 9, p. 2231, May 
2020, doi: 10.3390/en13092231. 

[6] J. R. Kim, G. C. Premier, F. R. Hawkes, R. M. Dinsdale, 
and A. J. Guwy, “Development of a tubular microbial fuel 
cell (MFC) employing a membrane electrode assembly 
cathode,” J. Power Sources, vol. 187, no. 2, pp. 393–399, 
Feb. 2009, doi: 10.1016/J.JPOWSOUR.2008.11.020. 

[7] Y. Hubenova, G. Borisov, E. Slavcheva, and M. Mitov, 
“Gram-positive bacteria covered bioanode in a membrane-
electrode assembly for use in bioelectrochemical systems,” 
Bioelectrochemistry, vol. 144, p. 108011, Apr. 2022, doi: 
10.1016/J.BIOELECHEM.2021.108011. 

[8] G. K. S. Prakash, F. A. Viva, O. Bretschger, B. Yang, M. 
El-Naggar, and K. Nealson, “Inoculation procedures and 
characterization of membrane electrode assemblies for 
microbial fuel cells,” J. Power Sources, vol. 195, no. 1, pp. 
111–117, Jan. 2010, doi: 
10.1016/J.JPOWSOUR.2009.06.081. 

[9] K. L. Dinh et al., “Lactate and acetate applied in dual-
chamber microbial fuel cells with domestic wastewater,” 
Int. J. Energy Res., vol. 45, no. 7, pp. 10655–10666, Jun. 
2021, doi: 10.1002/er.6550. 

[10] M. J. Angelaalincy, R. Navanietha Krishnaraj, G. 
Shakambari, B. Ashokkumar, S. Kathiresan, and P. 
Varalakshmi, “Biofilm Engineering Approaches for 
Improving the Performance of Microbial Fuel Cells and 
Bioelectrochemical Systems,” Front. Energy Res., vol. 6, 
p. 63, Jul. 2018, doi: 10.3389/fenrg.2018.00063. 

[11] B. E. Logan, R. Rossi, A. Ragab, and P. E. Saikaly, 
“Electroactive microorganisms in bioelectrochemical 
systems,” Nat. Rev. Microbiol., vol. 17, no. 5, pp. 307–319, 
2019, doi: 10.1038/s41579-019-0173-x. 

[12] P. Zhang et al., “Accelerating the startup of microbial fuel 
cells by facile microbial acclimation,” Bioresour. Technol. 
Reports, vol. 8, p. 100347, Dec. 2019, doi: 
10.1016/J.BITEB.2019.100347. 

[13] F. L. Lobo, X. Wang, and Z. J. Ren, “Energy harvesting 
influences electrochemical performance of microbial fuel 
cells,” J. Power Sources, vol. 356, pp. 356–364, Jul. 2017, 
doi: 10.1016/J.JPOWSOUR.2017.03.067. 

[14] M. Mukherjee, N. Zaiden, A. Teng, Y. Hu, and B. Cao, 
“Shewanella biofilm development and engineering for 

environmental and bioenergy applications,” Curr. Opin. 
Chem. Biol., vol. 59, pp. 84–92, Dec. 2020, doi: 
10.1016/J.CBPA.2020.05.004. 

[15] B. Min, F. W. Poulsen, A. Thygesen, and I. Angelidaki, 
“Electric power generation by a submersible microbial fuel 
cell equipped with a membrane electrode assembly,” 
Bioresour. Technol., vol. 118, pp. 412–417, Aug. 2012, 
doi: 10.1016/J.BIORTECH.2012.04.097. 

[16] F. Vicari et al., “Influence of the initial sludge 
characteristics and acclimation on the long-term 
performance of double-compartment acetate-fed microbial 
fuel cells,” J. Electroanal. Chem., vol. 825, pp. 1–7, Sep. 
2018, doi: 10.1016/J.JELECHEM.2018.08.003. 

[17] V. J. Watson and B. E. Logan, “Power Production in MFCs 
Inoculated With Shewanella oneidensis MR-1 or Mixed 
Cultures,” Biotechnol. Bioeng, vol. 105, pp. 489–498, 
2010, doi: 10.1002/bit.22556. 

[18] G. Pasternak, J. Greenman, and I. Ieropoulos, “Dynamic 
evolution of anodic biofilm when maturing under different 
external resistive loads in microbial fuel cells. 
Electrochemical perspective,” J. Power Sources, vol. 400, 
pp. 392–401, Oct. 2018, doi: 
10.1016/J.JPOWSOUR.2018.08.031. 

[19] S. Hays, F. Zhang, and B. E. Logan, “Performance of two 
different types of anodes in membrane electrode assembly 
microbial fuel cells for power generation from domestic 
wastewater,” J. Power Sources, vol. 196, no. 20, pp. 8293–
8300, Oct. 2011, doi: 10.1016/J.JPOWSOUR.2011.06.027. 

[20] B. E. Logan et al., “Microbial fuel cells: Methodology and 
technology,” Environ. Sci. Technol., vol. 40, no. 17, pp. 
5181–5192, 2006, doi: 10.1021/es0605016. 

[21] A. ElMekawy, H. M. Hegab, X. Dominguez-Benetton, and 
D. Pant, “Internal resistance of microfluidic microbial fuel 
cell: Challenges and potential opportunities,” Bioresour. 
Technol., vol. 142, pp. 672–682, Aug. 2013, doi: 
10.1016/J.BIORTECH.2013.05.061. 

[22] S. B. Pasupuleti, S. Srikanth, S. Venkata Mohan, and D. 
Pant, “Continuous mode operation of microbial fuel cell 
(MFC) stack with dual gas diffusion cathode design for the 
treatment of dark fermentation effluent,” Int. J. Hydrogen 
Energy, vol. 40, no. 36, pp. 12424–12435, Sep. 2015, doi: 
10.1016/J.IJHYDENE.2015.07.049. 

[23] M. A. Rodrigo, P. Cañizares, H. García, J. J. Linares, and 
J. Lobato, “Study of the acclimation stage and of the effect 
of the biodegradability on the performance of a microbial 
fuel cell,” Bioresour. Technol., vol. 100, no. 20, pp. 4704–
4710, Oct. 2009, doi: 10.1016/J.BIORTECH.2009.04.073. 

[24] J. Winfield, I. Ieropoulos, J. Greenman, and J. Dennis, “The 
overshoot phenomenon as a function of internal resistance 
in microbial fuel cells,” Bioelectrochemistry, vol. 81, no. 1, 
pp. 22–27, 2011, doi: 10.1016/j.bioelechem.2011.01.001. 

[25] Y. Sharma and B. Li, “Optimizing energy harvest in 
wastewater treatment by combining anaerobic hydrogen 
producing biofermentor (HPB) and microbial fuel cell 
(MFC),” Int. J. Hydrogen Energy, vol. 35, no. 8, pp. 3789–
3797, Apr. 2010, doi: 10.1016/J.IJHYDENE.2010.01.042. 

[26] Z. Ullah and S. Zeshan, “Effect of substrate type and 
concentration on the performance of a double chamber 
microbial fuel cell,” Water Sci. Technol., vol. 81, no. 7, pp. 
1336–1344, Apr. 2020, doi: 10.2166/wst.2019.387. 

[27] X. Zhang, W. He, L. Ren, J. Stager, P. J. Evans, and B. E. 
Logan, “COD removal characteristics in air-cathode 
microbial fuel cells,” Bioresour. Technol., vol. 176, pp. 23–
31, 2015, doi: 10.1016/j.biortech.2014.11.001. 

 



International Conference on Innovations in Energy Engineering & Cleaner Production IEECP22                                                    
 

 

 
Cr and Polycrystalline Diamond Coatings for Accident Tolerant Nuclear Fuel Tubes 

 

 
Irena Kratochvilova* 

Institute of Physics of the Czech 
Academy of Sciences,  

Na Slovance 1999/2, 182 21, Prague 8, 
Czech Republic 
+420723814810 

*corresponding author: krat@fzu.cz 

Lucie Celbova  
Institute of Physics of the Czech 

Academy of Sciences,  
Na Slovance 1999/2, 182 21, Prague 8, 

Czech Republic 
+420723814810 
celbova@fzu.cz 

 

Radek Škoda 
Czech Technical University in Prague,  

Jugoslávských partyzánů 1580/3, 
Prague 6, CZ-160 00, 

 Czech Republic  
+420 224354158 

Radek.Skoda@cvut.cz 

 

 

Abstract 

The essence of this work is to show a possibility to increase the 

safety of nuclear reactors and extend the life of nuclear fuel by 

reduction the corrosion of the zirconium fuel tubes by double layer 

coating consisting of polycrystalline diamond (PCD) and 

magnetron sputtered Cr. In double layer coating the water 

permeable 500 nm thick polycrystalline diamond layer consisted 

of hard diamond grains (<70%) and soft graphitic carbon phase. 

The Cr coating was 2-3 m thick. We used Cr layer as bottom and 

PCD as top coating and also Cr layer as top and PCD as bottom 

coating of ZIRLO fuel tube. Coated and bare ZIRLO fuel cladding 

tubes were subjected to hot steam/water tests for 30 min at 900°C 

and for 40 min at 1000°C. The hot steam processed double layer 

coated ZIRLO oxidation was lower than uncoated hot steam 

processed ZIRLO. Surprisingly, the hot steam processed Cr coated 

ZIRLO oxidation was even lower than the double layer coated hot 

steam processed ZIRLO when PCD layer was bottom layer. On the 

contrary, when ZIRLO was coated by Cr layer as bottom and PCD 

layer as top layer then its accidental oxidation was lowest of all 

samples we have ever tested.  Raman spectroscopy, scanning 

electron microscopy, X-ray diffraction and energy-dispersive 

spectroscopy were performed to study relevant processes and states 

affecting coated ZIRLO hot steam corrosion.  

 

Keywords: nuclear fuel tubes corrosion, nanodiamond layer; 

chemical vapor deposition, Cr magnetron sputtering;   
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Abstract 

Industrial development   has an important role in the economic 
growth, along with this development, industrial sector has been one 
of the fastest growing sources of greenhouse gas emissions this 
growth has been driven by the increase of intensive industry 
subsectors including cement, iron and steel, chemicals, and 
aluminum, and because of a socio-economic and population growth. 
industrial sector is accounts of 30% of greenhouse gas emissions and 
around 37% of global energy consumption.  In agreement with  the 
2015 united nation conference of parties, (COP21) to reduce the 
global temperature to reach low than 2 ℃ by the year 2050 , 197 
participating countries agreed to take measures to reduce 
greenhouse gas emissions .Achieving this target requires overall 
changes of the universal economy and may be possible if the level 
of carbon dioxide ( CO2) in the environment remains below 450 part 
per million , however the concentration of carbon dioxide2 continue 
to increase which is need to  a new policies and technologies to 
reduce the industrial emissions between 29%-41% by the year 2030. 
Rapid and deep decarbonisation of industry is needed to reduce 
emissions through many pathways, replacing fossil fuels with 
renewable technologies such as wind, solar, developing of new 
technologies and materials coupling with improving energy 
efficiency and electrification of high temperature heating. This 
research will investigate the existing information, scope, 
methodologies, and toolkit relating to deep decarbonisation and will 
intend a methodology to validate measures towards decarbonisation 
that are relevant to the Irish context. The research will focus on the 
greenhouse emissions from Irish manufacturing industries and will 
set an energy efficiency and energy reduction metric and will 
propose a methodology for the validation of deep decarbonisation 
pathways for manufacturing industries in Ireland.  

Keywords: Industrial decarbonization, Renewable technology, 
Energy efficiency  
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ABSTRACT 

76% of households mainly cook using polluting fuels and 
inefficient cooking technologies or devices (Ghana Statistical 
Service [GSS] , 2017) [1]. As a result 13,000-16,000 people die 
from the aforementioned factors. Clean  cook stoves  borders  on  
SDG  7  on  clean  energy  and  SDG  3  on  health (Kumar et al., 
2021) [2],  SDG  2  on  food  security  and  sustainable  
agriculture,  SDG  5  on  gender,  SDG  11  on  cities,  and  SDG  
13  on  climate  change, (Fenny et al., 2017) [3]. However, 
improved efficient cooking devices that eliminate the death 
associated with inefficient cooking stoves are not easily accepted, 
even when subsidized, (Ackah et al., 2021)[4]  .What  might  be  
the  underlying  narratives  to  this  resistance?  This  article  
tends  to  find  out  using  OWASS  as  the  first  case  study and  
using  St.  Paul’s Seminary as a control.  The  research  looked  
at  the  design  of  the  institutional  stove  for  both  firewood  
and  gas.  The  pot  size  is  210 litres stainless  steel  for  6  gas  
stoves  and  6  firewood  stoves.  
 
The  experiment  from  start  to  finish  took  exactly  one  year,  
from  studying  cooking  dynamics  including  mental  modelling  
mapping  and  some  social  philosophies.  It  also  involved  
changing  over  from  highly  inefficient  smoky  stoves  to  
efficient  little  or  no  indoor  air  pollution  stoves.  
 
Results  indicated  a  relatively  quick  adoption  of  ICs  within  
two  months  whilst  St.  Paul’s  Seminary  took  extra  funds  
and  a  threatening  approach  to  get  cooks  to  adopt  the  
technology  over  two  months,  even  though  incentives  in  
the  form  of  cash  were  given. 
Three  major  narratives  emerged  as  to  the  reason  for  the  
success  toward  the  adoption  or  acceptance  of  the  

technology,  namely;  safety  of  the  stove,  efficiency  or  huge  
energy/cost  saving,  human  centered  design,  power  or  
control  of  the  fire/flame  and  discipline  in  the  supervision  
of  management  protocol  by  actors  in  the  improved  clean  
cooking  devices  value  chain.  Despite  the  huge  success,  
work  still  needs  to  be  done  on  the  safety  of  the  gas  
stove  and  continuous  training  on  the  management  of  the  
cooking  devices,  especially  the  gas  stove. 
 
Conclusively, acceptability was generally successful with 
OWASS while St.  Paul  was  with  difficulty  despite  the  
similarity  in  problems  and  solutions. 
 
Keywords:  Institutional  cooking  devices,  actors,  power  
play,  safety  &  security  and  management  protocol. 

 

1.        INTRODUCTION 
76% of households mainly cook using polluting fuels and inefficient 
cooking technologies or devices (Ghana Statistical Service [GSS], 
2017) [1]. As a result 13,000-16,000 people die from the 
aforementioned factors. Clean  cook stoves  borders  on  SDG  7  on  
clean  energy  and  SDG  3  on  health (Kumar et al., 2021) [2],  SDG  
2  on  food  security  and  sustainable  agriculture,  SDG  5  on  
gender,  SDG  11  on  cities,  and  SDG  13  on  climate  change, 
(Fenny et al., 2017). Ghana,  like  India,  has  65%  of  its  citizens  
cooking  on  inefficient  biomass  cooking  devices.  These  
biomass  stoves  produce  smoke  and  greenhouse  emissions  
(GHG)  either  in  an  enclosed  area  or  an  open  area, (Nina , 
2022) [3]  ;   Cooking  in  an  enclosed  area  with  inefficient  
biomass  cooking  devices  leads  to  Indoor  air  pollution  (IAP)  
and  while  cooking  outside  leads  to  localised  pollution  
especially   when attending  to  the  smoldering  firewood.  It  has  
been  observed  over  the  years  that  inefficient  institutional  
cooking  devices  pollute  more  than  household  cookstoves  
using  a  cooking  pot  of  fewer  than  20  litres, (Venkataraman 

et al., 2010) [6].  A  cooking  device  is  termed  as  institutional  
when  it  is  more  than  20litres  cooking  pot.  An  efficient  
clean  cooking  device  is  a  device  that  uses  less  fuel,  96%  
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fewer  emissions,  uses  more  than  60%  less  fuel  and  no  or  
95%  smoke.  Normally  institutional  cooking  devices  which  
are  found  in  big  restaurants,  hospitals,  schools,  street  vendors  
etc. face a  lot  of resistance.  Unfortunately,  these  institutional  
devices  do  massive  damage  to  the  environment,  the  climate  
as  well  as  minimise  income.  Despite  the  negative  results  
inefficient  biomass  institutional  stoves  give  us,  acceptability  
is  at  its  rock  bottom in  Ghana.    Funding  by  the  United  
Nation  Development  programme  under  the  Global  
Environmental  Facility  for  large-scale  intervention  efforts  to  
pilot  23  schools  amounts  to  46  stoves.  In  trying  to  address  
multiple  methodological  and  sociocultural  issues,  each  school  
had  one  flat  bottom  stainless  steel  pot  and  one  stove  fitting  
traditional  round-bottom  cooking  pot,  normally  made  of  
aluminum,  in  2015.  Despite  its  efficiency,  speed  and  comfort  
during  cooking, all  the  schools  abandoned  the  new  stoves  
and  the  question  is WHY was the cook stoves abandoned? 
This  article  tends  to  find  out  using  OWASS  as  the  first  
case  study  and St.   Paul’s Seminary as a control.  The  research  
looked  at  the  design  of  the  institutional  stove  for  both  
firewood  and  gas.  The  pot  size  is  210l  stainless  steel  for  
6  gas  stoves  and  6  firewood  stoves.   
 

2.    METHODOLOGY 
 
This  exploratory  study  provides  preliminary  data cook stove 
acceptability study between  Opoku  Ware  Senior  high  School  
(OWASS)  and  St.  Paul Catholic Seminary.  The  project  at  
Opoku  Ware  was  funded  by  alumni  of  the  school,  while  
St,  Paul’s  Seminary  was  funded  by  School  authorities.  And  
the  reason  was  to  save  money  and  have  a  clean  hygienic  
kitchen.   
Traditional cooking devices and practices  were  assessed  through  
observations.  Twenty  vehicular  metal  tire  rims  were  formerly  
used  for 150-180  litres  round  bottom  pots.  The  interventional  
stove is a sunken-in-stove,  where  the  cylindrical  stainless  steel  
cooking  pot  is  210  litres  figure 1. 

 
 
Figure 1. Sunken-in-stove 
 
The  thermal  efficiency  of  the  cooking  device  is  above  60%,  
without  any  electrical  power  to  add  forced.  In  all  6  gas  
stoves  and  6  advanced  biomass  stoves,  one  fish/meat  smoker,  
maize  and  groundnut  patching  stove  were  installed  as  an  

intervention  solution.  The finished stove  were  artistically  
painted.  GHc  20  was  shared  among  the  female  cooks  because  
they  were  the  immediate  users  of  the  stoves  after  the  
management and maintenance  training  on  both  gas  and  biomass  
stoves  at  both  OWASS  and  St.  Paul Seminary.  The  Ghc  20  
would  be  given  every  three  months  to  the  OWASS  cooks  
for  12  months. 
One  also  looked  at the structuration theory  Giddens,  A.,  (1986) 
[7];  in  which  the  concept  of  sociology  offers  perspectives  
on  human  behavior  based  on  a  synthesis  of  structure  and  
agency  effects  known  as  the  “duality  of  structure”,  where  
humans  interact  with  meanings,  standards, values,  power  and  
positing  a  dynamic  relationship  between  these  different  facets  
of  society.  Behavioral science was used as a driver of change to 
identify and use in the intervention, taking seriously into 
consideration the "what is in it for me (WIIIFM)?" Questionnaires  
were  administered  to  more  than  70  actors  in  the  value  
chain  thus  perception  of  Institutional  cook stoves,  perceptions  
about  mission  and  strategy,  external  pressures  and  the  
environment,  about  stakeholders  and  concluding  questions.   
 
One  looked  at  before  and  after  of  the  concentrations  of  
particulate  matter  (PM)  with  a  diameter  < 2.5 μm  (PM2.5),  
carbon  monoxide  (CO)  and  carbon  dioxide  (CO2)  related  to  
traditional  and  advanced  biomass  cooking  devices  stove  use  
were  measured  using  indoor air pollution monitoring  meter in 
real-time  whilst  cooking  was  going on in  the  kitchen  and  
activities  were been observed.  Structured,  but  unconventional  
protocol  of  qualitative  data  on  the  acceptability  of  advanced  
stoves  and  objective  measures  of  stove  usage  were  also  
collected  and  observed. 

3.  RESULTS 

90%  of  the  stoves  were  indoors.  All  the  actors  in  the  value  
chain  agreed  100%  that  the  intervention  was  a  success.  
Training  for  the  cooks,  both  female  and  male  was  done.    
The  males  proved  a  little  bit  reluctant  to  use  the  new  stove  
until money  was  shared  among  the  female  cooks.  More  so,  
the  constant  visit  of  the  headmaster  of  the  school  and  the  
Alumnus influenced the easy acceptability. Reminding  the  actors  
in  the  values  chain  of  how  costly  the  project  was,  also 
influenced  the  acceptance  of  the  interventions.  The  assurance  
of  safety  and  security  of  stoves  played  a  big  role  in  the  
acceptability. However,  it  took  the  rector,  extra  cost  to  train  
the  cooks  at  St.  Paul’s  Seminary  and  dismissal  threats  before  
the  cooks  reluctantly  mastered  the  use  of  the  new  stoves.     
The  design  (Pakravan,  Mohammad  H.,  2021) [8]  of  the  stove  
prevents  smoke  from  being  inhaled,  it  also  prevents  the  
heating  and  burning  of  the  hands,  body,  etc. of the cooks.  
The easy control of both the firewood and gas stove influenced the 
quick acceptability and behavioral change rate. Initially, most 
women preferred firewood to the gas stove, but as peer competition 
intensified, humiliation from coworkers spurred everyone to 
improve their gas stove management skills through self-motivation. 
Both  gas  stoves  and  biomass  stoves  are  now  used  without  
supervision since January 2022. The PM2.5 concentrations averaged 
2,468 g/m3 during the high peak cooking time, which is generally 
from 10 a.m. to 1 p.m., and 1,218 g/m3 during the low period.  
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The  cooking  devices,  before  the  intervention,  were  23  
inefficient  biomass  stoves,  hence  the  aforementioned  results.  
There  was  no  IAP  recorded  after  the  intervention  due  to  
the  chimney  included  in  all  the  stoves.  All  the  smoke,  if  
there  was  any,  went  out  through  the  chimney.  Cooks  don’t  
need  to  go  to  work  in  the  dark  where  they  are  often  met  
with  arm  robbers  and  rapists  as  the  interventions  allow  them  
to  cook  breakfast  within  an  hour  rather  than  6hours.  The 
cooks sole problem was the non-visibility of the flame, which means 
they can't see it when it's on. Finally, we saw that the administration 
of the colorfully painted firewood stove was meticulous in order to 
minimize smoking on the frontage, but the single unpainted stove 
received less attention, resulting in black smoke staining the 
frontage,  (Darrow, 2017).[9]. Color appears to have some impact 
on behavior modification in the maintenance and management of 
stoves, despite the lack of substantial study. 

4.  Conclusions 

Acceptability at OWASS was quicker than that of  St.  Paul 
Seminary,  even  though  the  underlying  were  about  the  same.  
One  reason  for  the  quick  acceptability  of  OWASS  by  the  
cooks  was  the  fact  that  four  biomass  stoves  were  built  six  
months  before  completing  the  rest. The high acceptance rate 
was largely due to the stove's design. The  stove  prevented  heat,  
smoke  and provided  safety  and  security  to  the  cooks  who  
were mainly  women.  One  can  approach  the  stove  and  stock  
the  firewood  without  inhaling  smoke  or  emissions. The 
addition of a conduct through which the flame can be seen would be 
a further upgrade to the gas stove design.  The low or no harmful 
gas emissions has influence over the acceptance rate in the two 
neighborhoods.  Further  understanding  of  how  the  introduction  
of  an  advanced  stove  influences  patterns  of  institutions’  
energy  use  is  needed.  The  intervention,  however,  with  
subsidies  will  go  a  long  way  to  promote  a  speedy  penetration 
rate  of  the  project.  Lesson(s)  learnt  here  will  help  formulate  
policies  to  enhance  the  easy  acceptability  of  new  technology  
and  feasibility  and/or  pilot  studies  aimed  at  the  process  of  
behavioral  change  efforts  locally,  nationally  and  maybe  
internationally. 

   

Figure 2.  Depicting before intervention 

 

Figure 2.  Depicting after intervention 
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Abstract 

This paper presents the results of the research currently 
being carried out at ISEL with the objective of developing new 
electrochemistry-based processes to obtain renewable synthetic 
fuels from alkaline water electrolysis using a carbon source. In 
the developed process, the gas mixture obtained from alkaline 
water electrolysis and a carbon source is not separated into their 
components but rather is introduced into a catalyzed reactor, in 
order to achieve conversion to synthetic 2nd generation biofuels, 
such as biomethane, biomethanol, bio-dimethyl ether, etc. Tests 
have been previously executed in a pilot electrolyzer and reactor 
of 1 kW, and are now being scaled up to a pilot electrolyzer and 
reactor of 5 kW, producing 250 l/h CH4, as an intermediate step 
to a pilot of 100 kW. 

Keywords: Water electrolysis; synthesis gas; biofuels 

 

I. INTRODUCTION 
It is well known that electricity cannot be stored in large 
quantities as such, but an alternative way of energy storage 
can be to convert electricity, particularly the one generated 
from renewable sources, like wind or solar, into chemical 
compounds. This procedure is a good solution to the currently 
existing problems of excess electricity in the grid. This paper 
describes a further new approach to new technology, 
previously reported by the authors [1] capable of producing 
syngas in a single step, without separation of the elementary 
gases, produced during the water alkaline electrolysis. It is 
called co-electrolysis of water, under the alkaline process, 
using a carbon source to directly produce the syngas mixture, 
at low temperatures and pressures, thus requiring 
significative fewer amounts of energy inputs [2-3]. This 
previous approach, uses graphite electrodes, as a source of 

carbon, that is further oxidized, during the electrolysis 
process, to carbon monoxide and carbon dioxide which are 
present in the generated gas mixture (syngas), and, efficiently 
converts electricity from renewable sources (mainly wind or 
solar, or when this electricity is in excess in the electrical grid, 
or in off-peak hours). Thus, this new technology is able to 
convert electricity into syngas, which is an intermediate for 
the generation of synthetic 2nd G biofuels, which was already 
demonstrated [4]. The main drawback is the (small) 
consumption of the graphite electrodes and its relatively high 
cost, which could be avoided if steel electrodes are used 
together with an additional carbon source, such as liquefied 
biomass, to be added to the electrolyzer. Concerning the use 
of liquefied biomass, some results from preliminary trials 
have been recently published elsewhere [5] and point out that, 
the process needs enhancement, such as the use of solid 
catalysts. In this new process, the gas obtained from 
electrolysis is not separated into its components and, it’s 
introduced into a reactor together with a specific content of a 
previous mixture of cork/eucalyptus splinter liquefied 
biomass, at normal pressure and different temperatures. The 
gas is released upon contact with the biomass, thus resulting 
in a syngas, which is a mixture consisting essentially of 
carbon monoxide, hydrogen, carbon dioxide, and some 
remains of unreacted oxygen. In this work, the behavior of 
operational parameters such as biomass content, temperature, 
and the use of different amounts of acidified zeolite HY 
catalyst was investigated. In the performed tests, it was found 
that, in addition to the syngas, methane was also produced, 
with significant content. 

The purpose of using samples of different kinds of liquified 
biomass of cork and/or eucalyptus bark, with and without the 
correspondent sugars solubilized in an aqueous solvent, was 
to investigate if, there was a significant influence on the 
output syngas/methane produced, at the methanation reactor, 
as well, the influence of temperature and catalyst content in 
this process. The temperature range chosen for this study 
must be significantly lower than the typical temperatures used 
in the gasification process (700–800 °C). The advantage of 
this technology is located, precisely, in the utilization of 
lower/medium temperatures, when compared with the 
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coal/biomass gasification and steam reforming processes, 
which produces, also, syngas. The utilization of lower 
temperatures will lead to significant input energy savings to 
the process and, as consequence, lower operating costs. On 
the other hand, the influence of using lower catalyst contents 
in the methanation process in this study is to see if the 
methane concentration will increase in these temperatures, 
with and without catalyst [6]. 

II. MAIN RESULTS 
Regarding the production of syngas, Table 1 shows the results 
obtained with complementary experiences in the methane 
glass reactor, where this gaseous mixture is produced, with 
the methane generation, through the reaction between the 
electrolysis gas and, the liquified biomass. The results 
achieved and calculated were: the volumetric yields 
production of solid, liquid, and gas phases, respectively, the 
remaining biomass collected in the reactor (Yield(liq.biom.)) 
after the elapsed time of 60 minutes, at different 
temperatures, the condensate (Yield(cond.)) and, also, the gas 
mixture produced (Yield(gas)). 

 

Table 1. Experimental results obtained with complementary 
experiences in the syngas/methane reactor. 

  Vf(liq.biom.) 
(mL) 

Yield(liq.biom.) 
(%) 

Yield(cond.) 
(%) 

Yield(gas) 
(%) (*) (ºC) 

100 98 98.0 - 2.0 

150 96 97.0 - 3.0 

200 72 74.0 23.5 2.5 
(*) – estimated considering the initial volume of 100 mL of liquified 
biomass minus the volumes of final liquified biomass and 
condensate produced. 
 

Table 2 shows, at the end of 4 hours of experience, the 
correspondent final output values of the gas volumetric flow, 
as well, as the oxygen and methane volumetric contents in the 
produced gas mixture, for different reaction temperatures and 
different weight content (z. HY catalyst). To compare with 
another Y zeolite already prepared, ultra-stabilized with 
nickel (z. USY), it was also performed, two more experiments 
with this catalyst, which was supplied from another 
Portuguese university. The results achieved with USY zeolite 
do not show any significant improvement, mainly in the 
%CH4 content, when compared with the acidified HY zeolite 
catalyst. 

III. CONCLUSIONS 
From this research work, it can be concluded that it is possible 
to produce syngas and methane, using this electrolysis system 
(Electrofuel), together with a fixed bed catalytic reactor to 
produce methanation (Sabatier process), with significantly 
fewer energy inputs when compared with the conventional 
thermochemical processes of syngas/methane production, 
like pyrolysis and gasification. Comparing the combined 
electrochemical/Sabatier process (10.38 kJ·mol−1) with the 
pyrolysis one (14.29 kJ·mol−1) and considering the same 
syngas/methane flow and the same gas composition, an 

increase of 38% in the input energy was observed. By another 
hand, in the comparison between the same combined process 
(10.38 kJ·mol−1) with the gasification one (27.21 kJ·mol−1), 
an increase of 162% in the input energy was observed, both 
values applied for each mole of syngas/methane mixture.  
With the utilization of these combined 
electrochemical/Sabatier reactors, it’s possible to reduce 
input energy to the system and, as consequence, reduce 
energetic (operating) costs. 
 
Table 2. Experimental results in the methanation reactor, for 
different reaction temperatures and different weight content catalyst. 
 

% 
(Wcat./Wliq.biom.) T (°C) F 

(mL·min−1) %O2 %CH4 

A2, no catalyst 

150 142.9 33.5 0.19 

200 150.0 32.0 0.45 

250 138.5 33.3 0.45 

300 138.5 32.0 2.08 

A2, z. HY, 2% 

150 145.2 33.8 0.25 

200 134.2 32.5 1.84 

250 145.2 32.2 4.16 

300 157.9 30.2 12.8 

A2, z. HY, 4% 

150 145.2 33.9 0.28 

200 145.2 32.5 3.98 

250 134.2 30.0 5.02 

300 138.5 22.2 33.9 

A2, z. USY, 
1% 200 125.0 33.1 0.17 

A2, z. USY, 
2% 200 132.4 33.1 0.26 

A3, no catalyst 200 145.2 32.3 0.16 

A4, z. HY, 4% 200 133.6 32.2 3.81 

 
Regarding the methane production in this reactor, the 
operating conditions obtained so far, which enhanced and 
maximized its production was, a temperature of 300 °C and a 
weight heterogeneous catalyst content of 4% of zeolite HY. 
However, it should be noticed that there are compounds, in 
the produced gas, that were measurable by the portable 
sensors. It was possible to conclude also, that, z. HY catalyst 
was progressively deactivated, through the visualization of 
carbon particles deposition on the surface catalyst. 
Nevertheless, the catalyst can be reactivated, by calcination, 
to be used again in the Sabatier reaction, so it’s possible to 
conclude that, the use of z. HY catalyst was clearly suitable 
in the Sabatier reaction (methanation process), at normal 
pressure and temperatures between 200–300 °C. 
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Besides, the use of acidified zeolite HY catalyst and higher 
temperatures increases methane production, which points out 
for further research steps comprising the increase of catalyst 
mass, and, to study the increase of pressure and temperature 
in a new laboratory prototype. It will also be of interest to 
investigate the use of other heterogeneous catalysts which 
may be more active such as other zeolites, acid clays, or 
bimetallic catalysts, as well, as study the production of other 
biofuels, like biomethanol, bio-DME, etc., regarding this 
electrolytic system. 
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Abstract 

Growing attention on global de-carbonization, energy 
security, and sustainable development has made wind energy 
one of the most popular renewable energy sources. With the 
trend of huge-size wind turbines and more distributed wind 
farms constructed in densely populated areas of China, the 
impact of wind turbines on landscape can’t be ignored. This 
paper aims to assess landscape visual impact at different 
spatial scales caused by large-size wind turbines. Several 
wind farms with different topographic and spatial scales in 
the Yangtze River Delta of China were selected for viewshed 
analysis in GIS. Based on the theoretical research on visual 
perception mechanism and visual impact threshold, the 
indicators are collected by questionnaires and analyzed with 
linear regression analysis. The outcomes imply that dynamic 
components are highly related indicators within a close 
distance (＜ 1 km), landscape aesthetics are correlated within 
a middle distance (1-4 km), and ecological elements are 
significant at a large distance (＞ 4km). This paper explores 
correlated indicators of visual impact at different spatial 
scales that provide recommendations for wind farm site 
selection. 

Keywords: Wind farm; landscape visual impact assessment; 

GIS; visual impact threshold 

 

 

I. INTRODUCTION 
The global demand for renewable energy is growing under the 
impact of climate change. Wind energy is one of the effective 
solutions to achieving the carbon-neutrality target for various 
countries. By 2021, over 100 countries have chosen wind energy 
as the substitute for fossil fuels. Based on the Global Wind 

Report, the cumulative capacity of wind energy has reached 
837GW at the end of 2021 [1]. Among them, onshore wind is the 
mainstream with a 93% share. Onshore wind is favorable with 
comparatively low prices, mature technologies, and a broad 
market. However, the rapid expansion of wind facilities 
encountered various disturbances, including environmental, 
socio-cultural, political, economic, and community dimensions 
[2][3][4]. 

China ranks first as the leading country in both cumulative wind 
energy capacity and annual installation. Although the wind 
industry in China started later than in western countries, it 
currently occupies a large proportion of the global wind market 
in the last decade. By 2021, the total wind capacity achieved 338 
GW, accounting for around 40% of the world [5]. The dramatic 
growth of wind capacity concentrates in the north and west 
provinces, causing the unbalancing spatial distribution of wind 
farms and serious wind curtailment [6][7]. As the annual yield of 
wind energy increases, the unbalanced spatial distribution of the 
supply side and the consumption side imposes a great burden on 
the grid connection of wind power and long-distance high-
voltage transportation. 

According to the 14th Five-Year Plan, low-speed, distributed 
wind farms are encouraged to be built in densely populated areas 
in southeast China to release burdens on grid connection and 
electricity transition [8]. The policy mitigates regional disparities, 
but it aggravates land-use conflicts and environmental impact in 
the locality, which causes fierce community resistance and puts 
challenges to spatial planning and wind project operation [9]. 

II. VISUAL IMPACT 
The environmental impacts caused by wind energy are much 
fewer than by conventional energies. However, the installation of 
large-scale wind farms has gradually generated the conflicts 
between environment and wind energy development [10][11]. 
The landscape visual impact receives universal public attention 
as the number and height of WTs grow. Because it brings broad 
influences to people’s daily life in an extensive spatial area. For 
areas with traditional and rural landscapes, the visual pollution is 
recognized as an impairment of local identity, and disturbing 
landscape aesthetics [12][13]. The extremely huge vertical scale 
of the wind turbines creates a huge contrast with the elements of 
the natural landscape. For a 20 to 25-year operation period, the 
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visual impact and landscape degradation are considered an 
irreversible threat to the place identity.  
As wind energy pioneers, Germany, the United Kingdom, and 
other European countries have developed various approaches to 
landscape visual impact assessment in wind farm planning. 

Gerhards discusses the existing methods and classifies them into 
two paradigms: objective paradigm (or expert paradigm/spatial 
paradigm) and subjective paradigm (or psychophysical 
paradigm) according to whether the evaluators influence the 
evaluation results or not (Table 1) [14]. The objective methods 
are mainly developed by Nohl [15][16], Köppel et al. [17], 
Gerhards [14], and Roth [18][19], which advocate expert 
participation, standardized evaluation process, and quantitative 
analysis free from any influence from landscape viewers. The 
subjective paradigm emphasizes viewers’ perception and 
emotion of the landscape. The analysis methodology can be 
flexible and individual without being limited by any structured 
framework or specific criteria and characterized by specific 
details. 

In practice, objective and subjective paradigms are usually 
integrated into the Multi‐Criteria Decision Making (MCDM) 
framework, Analytic Hierarchy Process (AHP), and Contingent 
Valuation Method (CVM) in site selection [27]. More specific 
methods, like the Fuzzy Analytic Hierarchy Process (FAHP), are 
applied to obtain the different weights of the criteria and evaluate 
the alternatives [28]. Sowińska-Świerkosz and Chmielewski 
discuss the methods of choosing reasonable indicators for 
landscape visual assessment [29]; Del Carmen Torres Sibille et 
al., approach the wind farm site selection and landscape 
protection by using a multi-criteria comprehensive assessment 
method [30]; the planning authorities in the United Kingdom 
have rich experiences in heritage and landscape protection, and 
have published specific guidelines dealing with landscape and 
wind farm planning [31]. The following are the three typical 
methods broadly used by various governments for assessing 
landscape visual impact in wind farm projects. 

For protecting the visual landscape resource, a number of 
countries published guidelines to standardize the process of 
landscape visual impact assessment for wind farm planning 
[34][35][31]. The quantitative assessment methods put forward 
by Nohl, and improved by Paul et al. and Roth have been 
popularized for calculating the compensation area and fees 
[15][36][18]. Some multi-criteria, decision-making systems are 

set up for comprehensive planning targets, combining aesthetic 
knowledge, spatial analysis, and statistical methods to achieve 
more precise and reasonable conclusions of visual assessment 
and reasonable planning [37][38][11][39].  

However, most landscape visual impact assessments for wind 
farms are result-oriented, deriving the results of wind turbines 
viewshed, instead of the reason causing visual impact. Indeed, the 
visual impact comes from wind facilities. But the mechanism of 
visual perception and visual impact can be researched to find out 
the influencing factors of visual impact. This paper attempts to 
investigate the visual impact and its correlated factors at different 
scales, which helps to explore definite solutions for visual impact 
mitigation.  

III. METHODS 
This research is based on the case study of Zhongying Wind 
Farm, located in the mountain area of Ningbo City, Zhejiang 
Province of East China (Fig.1). It is a typical rural wind farm 
surrounded by villages, farmland, forests, and tea gardens with a 
dense population nearby. A total of 18 WD103-2500T wind 
turbines have been installed on the ridge of Fuquan Mountain at 
altitudes of between 140 and 450 m, which causes serious visual 
impact, landscape deterioration, and influence on recreational 
visits. The visual intrusion, attached to other environmental 
impacts, arises the fierce social opposition and disapproval, 
especially from close-by villages. However, the landscape visual 
impacts are not explicitly the declining functions of distance, 
which change with various factors and their interaction 
relationship. This paper aims to explore the key factors 
influencing visual impact under different distance groups. 

Through the pre-study of literature and field trip, a questionnaire 
sheet is designed based on the classification of distance from 
residents to the wind turbines to dig out the key factors in 
different distances. In the questionnaire, the degree of visual 
impact is asked to score as the dependent variable with an 11-
point Likert-type scale (i.e., 0: serious impact, 10: no impact). 
Additionally, the related factors of visual impact collected from 
pre-investigation are listed in the questionnaire as independent 
variables as listed in Table 2. The data are processed by analysis 
of variance (ANOVA) and linear regression analysis through 
SPSS with four distance groups: 1) within 1 km; 2) 1 to 2 km; 3) 
2 to 4 km; 4) above 4 km. Recommendations for landscape 
planning and visual impact mitigation solutions are put forward 
according to the statistical analysis in each distance group.

Table 1 Comparison of landscape visual assessment methods. 

Classification Objective methods Subjective methods 
Basic value  Aesthetic and ecological value of landscape  Public preference and landscape perception 

Methodology Multi‐Criteria Decision Making (MCDM) 
framework 

AHP  
Contingent Valuation Method (CVM) 

Fuzzy Analytic Hierarchy Process (FAHP) 

Preference model  
Scenic Beauty Estimation procedure (SBE) 

Law of Categorical Judgment (LCJ) 
SD 

Paradigm Expert paradigm Psychophysical paradigm 
Cognitive paradigm 

Experimental paradigm 
Representative 

literatures 
(Lewis, 1964; Litton, 1968, 1974; Magill & Litton, 

1986) 
(Daniel & Boster, 1976；Buhyoff et al., 1978; Buhyoff 

et al., 1979)  
Characteristics  Structural, practical, conscious,  Flexible ,individual, full of specific details 

Relationship with 
viewers 

Not including  Mainly including the perception and emotion of viewers 

Classification Objective methods Subjective methods 
Participants Expert group consists of planners, ecologists, 

aesthetic experts, etc. 
Expert group, community, the local planning authority, 

public 
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IV. RESULTS 
A. Data Collection and Preprocessing 
The research team interviewed random sampling across 17 
villages and rural areas around Zhongying Wind Farm of 180 
respondents, with 169 valid samples returned. These samples 
were randomly selected across the research region to keep 
balancing samples between four distance groups.  

B. One-Way Analysis of Variance 
The data collected through questionnaires were processed in the 
following steps. Firstly, a total of 10 factors were divided into 
three categories according to their attributes and interaction with 
visual impact : WT-related variables, environment-related 

variables and respondent-related variables. The correlation 
between each independent variable (influencing factors) and 
dependent variable (visual impact) was detected by the one-way 
analysis of variance. In Table 2, it can be noted that among 10 
variables, 7 variables were statistically significant. Dynamic 
rotation (F=97.728), aesthetic change (F=32.903), shadow flicker 
(F=29.121), visibility (F=27.331), and size of WTs (F=20.235) 
are statistically significant to the dependent variable, visual 
impact for wind turbines. Factors of ecological function 
degradation (F=15.975) and length of residence (F=9.757) are 
also significant with a lower F value. Factors of the number of 
WTs, original environment quality, and individual Eyesight are 
not correlated to visual impact from a statistical perspective since 
their P-values are over 0.05. 

Figure 1. Location of Zhongying Wind Farm. (Source: ArcGIS Earth) 

Figure 2. Distance groups category of Zhongying Wind Farm (Source: edited by authors) 
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Table 2. Variance analysis of correlations between potential factors and visual impact 

Variables Categories F 
(ANOVA) 

P 
(Significance) 

WT-related variables    
Dynamic rotation 1: quick; 2: medium; 3: slow 97.728** 0.000 
Shadow flicker 1: very serious; 2: medium; 3: no feeling 29.121** 0.000 

Size of WTs 1: too huge; 2: acceptable; 3: not huge 20.235** 0.000 
Number of WTs 1: too many; 2: medium; 3: few 1.494 0.228 

Environment-related variables    
Original environment quality 1: high; 2: medium; 3: low 0.112 0.894 

Ecological function degradation 1: serious degradation; 2: acceptable degradation; 3: little/no 
degradation 

15.975** 0.000 

Visibility 0: invisible, 2: partly visible, 3: most visible, 4: totally visible. 27.331** 0.000 
Aesthetic change 1: seriously changed; 2: acceptable change; 3: little or no change 32.903** 0.000 

Respondent-related variables    
Individual Eyesight 1: good; 2: general; 3: poor  2.122 0.123 
Length of residence 1:＜5, 2: 5-10, 3: 10-20, 4:＞20. (years) 9.757** 0.000 

Note: * p ≤ 0.05, ** p ≤ 0.01. 

C. Linear Regression Analysis 
The second step is to introduce all the statistically significant 
variables into linear regression by distance category to tease 
further relative significance of each variable in each distance 
group and detect whether the correlation variables in each group 
change with the distance growth. The regression analysis is 
separately conducted by distance groups, with the same 
dependent variable, visual impact of wind turbines. The 
statistically significant variables (n=7) in the variance analysis 
are selected as independent variables. As Table 3 illustrates, four 
linear regression models were run with statistically significant 
variables.  

In Group 1 (distance below 1 km), the score of visual impact is 
2.39 within 0 to 10 scaling, referring to serious impact degree. 
Among the correlated variables, only the variable of dynamic 
rotation and length of residence were statistically significant (P ≤ 
0.01.). In Group 2 and Group 3 (distance from 1 to 4 km), the 
score of visual impact given by respondents is 5.39 and 5.78 
respectively. The factor ecological function degradation ranks 
first as the most significant independent variable, which reveals 
that the respondents’ attitude toward visual impact is highly 
influenced by local ecological service. In Group 4 (distance 
above 4 km), the visual impact score is 6.21. With the distance 
growing and less physically environmental impact, the focus of 
visual impact turns to the factor of aesthetic change. 

V. DISCUSSION 
A. Visual Perception and Visual Impact 
Visual landscape refers to the visual expression of the elements, 
structure, and functions of landscape [40]. The connotation of 
“landscape” includes the visual perception of landscape, as well 
as other sensory and ecologic, economic, and functional aspects 

of landscape. Broadly speaking, landscape refers to all the 
characteristics of the earth’s surface. Therefore, the influencing 
factors of landscape visual impact do not merely derive from the 
visual impairment from wind turbines, but also include the socio-
demographic factors and surrounding environment. With three 
dimensions of factors involved in this research, the visual impact 
can be explained under the generalized visual landscape 
connotation. 

Visual perception dominates the sensory with 87% of the sensory 
information, while the other 13% (e.g., auditory, olfactory, 
tactile) is assisted from other dimensions to confirm and reinforce 
the information [41]. Both in terms of information volume and 
spatial extent, visual perception is the most important sensory 
source for information, which also influences behavior, 
preference, and aesthetics in landscape research. It has also 
become an instrument in landscape protection, monitoring, and 
planning [42]. Visual perception is itself a complex information 
processing mechanism related to physiology, psychology and 
social attributes of human beings [43]. Notably, not all 
perceptional information has an impact, only if it exceeds a 
certain threshold that depends on the stimulus intensity of the 
object and the sensitivity of the observer. Viewers’ responses can 
be classified into two types: visual perception threshold (whether 
people can see the object) and visual impact threshold (whether 
people feel themselves being influenced by the object). The 
visual perception threshold (detection and recognition) relies 
more on viewers’ physiological perception capacities, which are 
measurable as above mentioned, rather than cognitive mechanism 
(psychological and social perception). The visual impact 
threshold is more challenging and subjective to obtain, which 
depends on viewers’ subjective judgment criteria and differs 
largely from person to person, and from society to society [44].  

Table 3. Results from linear regression of community acceptance for wind turbines 

Independent variable Group 1 Group 2 Group 3 Group 4 
Dynamic rotation 1.914** 0.531 0.339 0.164 
Shadow flicker -0.129 0.030 0.163 -0.457 

Size of WTs -0.603 0.407 -0.105 -0.088 
Ecological function degradation 0.250 1.655** 0.752** 0.490 

Visibility -0.598 -0.385 -0.437 -0.664 
Aesthetic change 0.656 0.204 0.590** 1.220** 

Length of residence -1.093** -0.116 -0.192 -0.169 
Constant 4.804 0.974 3.761 5.079 

R2 0.722 0.516 0.563 0.464 
N 49 46 37 37 

Note: a Constant values by model use unstandardized coefficients. All others use standardized coefficients. 
 * p ≤ 0.05, ** p ≤ 0.01.
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B. Visual Impact and Distance 
This paper attempts to explore the relationship between the 
correlation factors of visual impact and distance. According to the 
regression analysis, dynamic rotation speed of wind turbines’ 
blades and length of residence for the respondents are both the 
key factors affecting the visual impact within a close distance. 
However, referencing the visual impact threshold theory, the 
former factor is more inclined to the physiological perception 
threshold, while the latter factor belongs to the category of 
cognitive mechanism (psychological and social perception). 
During the local investigation, the residents complained about the 
linkage effects caused by the huge blade rotation: noise, dizziness 
and the sense of insecurity. Shang and Bishop [44] point out that 
dynamic WTs are about 10 to 20% larger in their size in visual 
perception than the size of the static ones. As the distance grows, 
the viewshed area of wind turbines declines, and direct visual 
impact is not a dominant factor again. At medium and large 
spatial distances, ecological function degradation and aesthetic 
change are the main factors affecting the visual impact. The 
opponents concentrate on local ecological function disruption, 
especially harming the nearby flora and fauna, causing soil 
erosion and water pollution during the construction and operation 
process [45][46]. From the perspective of aesthetic, the huge size 
and technological impression spoil the original landscape 
character [47]. 

C. Recommendations 
When the landscape suffers impairment, replacement is 
suggested on the same site or near the proposal project, to recover 
the whole environmental quality to some extent. Such 
compensation is not only possible through a similar restoration of 
the status quo, but also through a "landscaping-appropriate 
redesign". Landscape redesign is mandatory in the aesthetically 
significantly impaired space and the immediate vicinity of the 
intervention site. It is worth mentioning that a slight difference 
from the original landscape is allowed, as long as the essential 
features, elements, structure, and functions are guaranteed. 

VI. CONCLUSION 
In China, the growing demand for wind energy complies with the 
carbon neutrality strategy. While the rapid expansion of wind 
farms exacerbates environmental impacts, especially in dense 
population areas. Among all the negative impairments, visual 
impact is highly subjective and uncertain, making quantitative 
assessment difficult. This paper investigates the factors related to 
the visual impact of wind farms in rural areas in the eastern 
coastal area of China through the questionnaire, one-way analysis 
of variance and regression analysis. The results reveal that the 
visual impact does not decay with distance in a linear function. 
Further, the highly correlated factors of visual impact change 
with distance growth. In close-distance, dynamic elements are the 
key factor, followed by ecological function degradation in mid-
distance, and aesthetic change in the long-distance. It is 
recommended to formulate compensation strategies under 
different buffer distances. The outcomes help to optimize the 
landscape planning and compensation implementation for wind 
farms. In the long run, this study seeks a feasible solution for 
balancing regional wind power development and environmental 
resource protection. 
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Abstract 

The reliability and availability of induction motors is 
significant which can be achieved by monitoring the 
performance of the motor regularly in the industry.  
Knowledge-based approaches can be able efficiently to deal with 
the sensor data for ensuring the reliability with high motor 
performance. Recently, deep learning networks based on 
machine learning structures have provided an accurate and 
faster framework for fault diagnosis by ignoring feature 
extraction process. However, training a deep convolutional 
neural network (CNN) is complex and time-consuming 
procedure. For this reason, this paper proposes a novel deep 
learning procedure for fault diagnosis using thermal images 
data of the induction motor applying residual neural network 
with 50 convolutional layers as feature extraction. The pre-
trained deep convolutional (ResNet-50) of the transfer learning 
is trained on ImageNet based weight. This work includes the 
effect of data augmentation for enhancing the performance of 
the proposed model and ensuring its robustness for fault 
diagnosis. Firstly, the collected images are pre-processed resized 
as input datatype of Resnet-50 network. Next, transfer leaning 
model based on convolutional neural network (ResNet-50) 
structure is built to process the prepared images. Lastly, 
classifying the prepared images based on the related conditions 
of the induction motor. The experimental result shows that the 
proposed model has achieved an accuracy of 99.98%. The 
presented model has further compared with recent deep 
learning applications, and it has proved its robustness in fault 
diagnosis. 

Keywords: Thermal mages, ResNet-50 model, pre-trained 

model, fault diagnosis. 

I. INTRODUCTION 
It is possible for several problems to arise unexpectedly in the 

induction motors and causing a failure during even the normal 
operation which can lead to production loss. However, by applying 
condition monitoring to check the behavior of the motor. So, the 

motor lifetime can be extended, and maintenance cost can be 
minimized [1]. Many types of defects may occur in an induction 
motor, which can be categorized under electrical and mechanical 
defects which are caused by abrasion, unbalanced loads, electrical 
stress. Mechanical failure such as the bearing fault is the most 
frequent fault in the induction motor which represents around 53% 
of the motor faults [2]. Electrical fault such as the rotor fault appears 
with 10% of the motor failure [3]. In addition, stator fault stator 
failure occurs typically at a rate of 38% of motor failure [4]. In recent 
years, many researchers have focused their attention on fault 
diagnostics in different science fields. As a common type of fault 
diagnosis, data-driven fault diagnostic technique which has attracted 
the researcher’s attention may construct failure modes using the 
historical data of the application without the need of signal 
symptoms [5]. This can make it particularly adapted for complex 
systems with a large amount of data [6]. With the faster growth of 
smart manufacturing, the amount of data produced by machines and 
devices is further increased and easier to be collected. The ability to 
learn about huge amount of historical data is the most important 
aspect of the data-driven fault diagnostic technique [7]. A number 
of methods have applied in this field such as K-Nearest Neighbor 
(KNN), support vector machine (SVM), Random Forest algorithm 
(RF), Invasive Weed Optimization algorithm (IWO), and artificial 
neural networks (ANN). In [3] KNN was suggested to build a 
diagnostic system to detect the degradation of the bearing and the 
result was satisfactory based on the diagnostic performance. SVM 
is proposed in [8] to build a reliable fault diagnosis scheme for 
incipient low speed rolling elements bearing failure. The 
Experimental results reported that the proposed model has achieved 
a highest classification accuracy of 98.4%. In [9] RF was intended 
to achieve a novel hybrid approach for fault diagnosis of rolling 
bearings. The obtained results showed that the proposed method 
reached a classification accuracy rate of 88.23%. In [10] a new 
diagnostic model is proposed applying the current and the vibration 
signals. The model combines the invasive weed optimizer with three 
different machine learning algorithms. The results have confirmed 
that the performance of the proposed model is satisfactory. A novel 
model was proposed in [11] for diagnosing bearing faults. The 
experimental results showed that the proposed scheme is a 
successful framework. As the aforementioned machine learning 
methods are comprised of feature extraction and feature selection 
processes [12]. It is however difficult to extract discriminative 
features to build a robust classification model [13]. Therefore, Deep 
learning (DL) has developed as a new area of research in the 
machine-learning science in order to address the issues mentioned 
above which it is capable of autonomously learning the 
representation attributes from raw data [14]. The use of DL 
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approaches in the field of fault diagnosis has become increasingly 
popular such as deep belief network (DBN) and convolutional 
neural network (CNN) [15]. The use of such DL network show great 
potential for fault diagnosis can achieve the reduction of the 
handcrafted features impact created by feature extraction 
algorithms. However, fault identification requires a minimal number 
of labelled samples which limit the final prediction accuracies. In 
addition, DL models can include up to 5 hidden layers [16]. So, it is 
difficult to train deep CNN models without a huge amount of 
training datasets to train deep CNN models. Several studies have 
built deep CNN models by combining transfer learning techniques 
(TL) on ImageNet [17], then applied these CNN models as feature 
extractors on a small dataset in another domain [18]. Hence, deep 
TL can offer promising approaches to the problem of fault diagnosis. 
TL model uses deep learning network (DL) to transfer high-level 
properties from source data to target data [19]. One of the 
advantages of deep transfer learning is to use a layer-by-layer 
learning pattern to extract attribute from the input data, which allows 
its deep architecture to produce high data representations with a 
potential enhancement of the diagnosis performance. 

As a result of this, this work proposes an efficient fault diagnosis 
model using transfer convolutional neural network based on residual 
neural network as a feature extractor considering 50 layers. ResNet-
50 can extract high-quality features from images on ImageNet. It is 
anticipated that the suggested (ResNet-50) would increase the final 
prediction accuracy on fault diagnosis. The proposed model is 
investigated using thermal images of the induction motor.  

     The rest of this paper is structured as follows: Section II 
defines the related work; Section III presents the proposed model; 
materials and methods are illustrated in section IV; Section V 
reports results; and the conclusion is drawn in section VI. 

II.RELATED WORK  
    This study includes data-driven fault diagnosis utilizing deep 

CNN networks and feature transfer. Due to the rapid development 
of smart manufacturing, data-driven fault detection has emerged as 
a popular research topic in recent years[12]. In [20] a new fault 
diagnosis based on the use the transfer learning of  sparse 
autoencoder method and the experimental result has achieved a high 
accuracy of 99.82 %. In [21] The use of recurrent neural networks 
and dynamic Bayesian modelling to detect faults in induction motors 
was investigated. The model has carried out the real-time 
experiments with three motors, estimating the probability 
distributions for the motor's conditions and the model achieved an 
efficient result. A new model based on a performance comparison 
of sparse autoencoder with SoftMax regression was proposed in 
[22], and the result was satisfactory. In [23] a new model was 
proposed for intelligent fault diagnosis applying normalized sparse 
autoencoder of air compressors. In [24] a fault diagnosis method was 
suggested using stacked sparse autoencoder with ensemble 
empirical mode decomposition and the result has proved the 
robustness of the extracted features. In [25] deep learning model 
based hierarchical diagnosis method to diagnose the rolling element 
bearing fault, the obtained result has investigated the reliability of 
the model. A new deep transfer learning model was suggested in 
[26] to diagnosis the industry application faults, and the achieved 
result has investigated several state-of-art transfer learning result 
considering the operating condition and fault severities.  Recently, 
an adaptive deep CNN model was suggested in [27], and the result 
was effective and robust. In [28] a hierarchical adaptive CNN was 
investigated for weight updating by adding an adaptive 
learning rate and a momentum component. In [29] an 
intelligent fault diagnosis model using hierarchical CNN was 
proposed for diagnosing rolling bearing faults. The result has proved 
the effectiveness of the CNN model. A new fault diagnosis based on 
the use of CNN with empirical mode decomposition was proposed 

in [30] and its results have indicated that more accurate and reliable 
than previous approaches. In [31] a CNN model-based approach for 
fault diagnosis was suggested for rotating machinery. The model 
compared to traditional techniques that rely on manual feature 
extraction, the results have demonstrated that the suggested method 
provides superior diagnostic performance. As reported by the 
aforementioned methods, there are not any published studies using 
to ResNet-50 model-based CNN tested on thermal images data of 
the induction motor. Therefore, a novel intelligent model for fault 
diagnosis is proposed in this work applying the pre-trained ResNet-
50 model with an adjusted densely connected classifier. The 
robustness of the proposed model was investigated using thermal 
images of different conditions of the induction motor. 

III.PROPOSED TECHNIQUE 
The presented work builds a novel application that uses a pre-

trained (ResNet-50) model based on CNN as a feature extractor. The 
whole dataset is divided into train, validation, and test subsamples 
which each subsample continuously plays the role of validating 
dataset to achieve the reliable performance for fault diagnosis. This 
model is trained by applying the weight of the ImageNet dataset. 
The block diagram of proposed model is shown in figure 1. Images 
are pre-processed with class imbalance technique and data 
augmentation technique. This can affect the achieved results by 
controlling the image zoom, horizontal flip, rotation, translation, and 
image orientation. Then, the structure of resnet-50 network was 
initialized restoring the pre-trained weight in ResNet-50. Next, the 
images are taken as input to obtain the features and training the 
model for the classification purpose. SoftMax classifier layers were 
added with 128 hidden neurons and determined with seven label 
classes. Adam optimizer, ReLU activation function, L2 regulation, 
categorical cross-entropy (CE), and dropout layers. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure1. Block diagram of the proposed network  
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The categorical cross-entropy  

(CE) =      − ∑ 𝑡𝑖 log(𝑓(𝑠)𝑖)𝐶
𝑖                                      (1) 

Where 𝑡𝑖 is the ground truth, and 𝑓(𝑠)𝑖 is the standard SoftMax. 
𝑓(𝑠)𝑖 =  𝑒𝑠𝑖

∑ 𝑒
𝑠𝑗 𝐶

𝑖

                                                             (2) 

    Where 𝑠𝑖  presents the given the class, 𝑠𝑗  is the scores derived 
from the net for each class. 
 
IV.MATERIALS AND METHODS 
 
A.  Deep ResNet-50 network architecture 
 

   CNN models' ability to accurately diagnose faults is 
constrained with the help of transfer learning that trained on 
ImageNet  [17]. This work uses ResNet-50 that trained on ImageNet 
to classify different thermal images conditions of the induction 
motor. Resent-50 model has achieved an efficient performance in 
the field of images classification which extracts good quality 
features of images for building a strong fault diagnosis model. 

 
The proposed ResNet-50 is consisted of 50-layers deep 

CNN[32] which includes one max- pooling layer, one average pool, 
and 48 convolutional layers. The basic structure of ResNet-50 is 
illustrated in figure 2 that used as feature extractor. The ResNet-50 
is composed of five convolutional blocks of layers. The final 
convolutional block of a 50-layer deep residual network produces 
deep residual features that pre-trained on ImageNet. The 
convolutional blocks of a ResNet-50 are different from those of the 
traditional CNNs because of the introduction of a shortcut the 
connection between the input and output of each block. Using 
identity mappings as ResNet-50 shortcut connections can optimize 
the training process and minimise complexity[33]. That can lead to 
achieve a deeper model with fast training and less computational 
model if compared to i.e. VGG model [34]. 

The proposed work extracts the features from thermal images 
using last convolutional block of ResNet-50 (pre-trained model), 
and the output of the 5th Conv block is trained for fault classification. 
As a result, the output size of ReseNet-50 then is 2480. 
 
B. Data Collection 
 

The induction motor thermal images were captured in the 
Wolfson Magnetics Laboratory, School of Engineering Cardiff 
University, UK. The test rig is displayed in figure 3 which composes 
of the following components: induction motor, thermal camera 
(FLIR C2), and dynamometer, which serves as the load. The thermal 
camera was located approximately 60 cm from the motor housing 
center. 
 

The thermal images have been captured with seven motor 
conditions considering the healthy and the faulty motor cases when 
the motor running at two speeds as described in Table1. 
 
C. Data pre-processing 
  

Due to the input size of the prosed ResNet-50 are 224 × 224 and 
the size of the collected images are 320×240, these images were 
resized to 224 × 224. Dataset was built which includes seven classes 
based on different motor conditions and each class has 350 images. 
The images are proposed with class imbalance technique and data 
augmentation technique to improve the model performance. This 
layer affects the achieved results by controlling the image zoom, 
horizontal flip, rotation, translation, and image orientation. 

D. Model evaluation  
Some evaluation matrices have utilized to assess the 
performance of the proposed application such as the training 
accuracy and loss curves and the parameters given in the 
following equations: 

 
 
Overall accuracy  =   TP+TN

TP+FP+TN+FN
                                  (3) 

 
Precision  =  TP

TP+FP
                                                           (4)  

  
Sensitivity  = TP

TP+FN
                                                          (5) 

 
F1_score = 2×

Precision × Sensitivity

Precision+ Sensitivity
                                   (6) 

     Where TP is the true positive prediction, FP is false positive 
predictions, TN presents the true negative predictions, and the false 
negative predictions is stated by FN. 
 
V.  RESULT 
 

The result of the pretrained model is presented for fault 
diagnosis in this section. Induction motor thermal images with 
different cases were employed as an input of the pre-trained ResNet 
model based on 50 layers network to extract the model features on 
ImageNet dataset. These features were trained on FC layer to predict 
the correct class. The classification result is presented in Table 2. 
The model has achieved classification accuracy of 99.98% with 
training error of 0.0015. In addition, the precision and F1-score have 
achieved great scores of 98.59, and 94.89; respectively. The overall 
trained accuracy and loss considering same epochs number are 
displayed in figure 4 and 5; respectively.  

 

Table 1. Motor conditions 

Fault mode Motor load 
(rpm) 

Images 
No. 

Class 
label 

Normal motor 1480/1450 350 0 

IBF 1480/1450 350 1 

OBF 1480/1450 350 2 

8BRBF 1480/1450 350 3 

IBF+1BRBF 1480/1450 350 4 

OBF+5BRBF 1480/1450 350 5 

BBF+8BRBF 1480/1450 350 6 
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The classification accuracy of this model is further compared 
with recent published deep learning methos based (CNN). 
Normalized SAE was proposed by Jia in [23], stacked sparse 
autoencoder model was presented by Oi in  [24], sparse filter (SF) 
proposed by Lei in [35], and deep belief network (DBN) presented  
by Gan [25]. 
 

  
It has been observed that the proposed ResNet-50 network 

achieves the best results and the accuracy compassion results are 

presented in Table 3. It can be concluded that the suggested pre-

trained network ResNet-50 trained on ImageNet has successfully 
achieved a satisfactory application for diagnosing induction motor 
faults using motor thermal images. 
 

 

 

 
 

IV. CONCLUSION 
 

This study develops a new fault diagnosis model applying a 
ResNet-50 CNN based transfer learning network. Thermal images 
were applied and pre-processed using data augmentation techniques 
for improving the final prediction accuracy, then provided as inputs 
to deeper feature extraction network based pretrained model of 
ReseNet-50. The combination of the proposed pre-trained network 

 
                                       Figure 2. The architecture of the proposed ResNet-50 network 

 
              Figure 3. Test rig of the experiments   

Table 2. model classification result  

  Train ResNet-50 network with thermal 
images 

 score Batch 
size 

epochs 

Accuracy (%) 99.98 64 100 

Precision (%) 98.59 64 100 

Sensitivity 
(%) 

95.99 64 100 

F1-score (%) 94.89 64 100 

 
Table 3. accuracy comparison with other methods 

Model Accuracy  

Proposed model 99.98 

NSAE-LCN 99.92 

SSAE 99.85 

Sparse filter 99.66 

DBN 99.03 

 

Figure 4. Training accuracy curve applying ReseNet-50 

 
Figure 5. Training loss curve applying ReseNet-50 
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with densely connected classifier has given a highest classification 
accuracy of 99.98%. in addition, the model has been compared with 
other deep learning model, and the results show that the proposed 
resent-50 is the best. 

Concisely, the overall accuracy of the classification method is 
satisfactory, suggesting that this model has potential applicability in 
the identification of induction motor faults utilizing the thermal 
imaging data. In future work, detection time is also considered for 
implementing the model. Moreover, the proposed model is trained 
using cross-validation technique for further accuracy improvement. 
Furthermore, this model is implemented for online application that 
based on fault detection. 
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     Abstract 

Today the world is facing multiple challenges of energy security, 
economic recovery and the effect of the Global increase in 
temperature. Investing in new fossil fuel will only lock-in 
uneconomic practices, perpetuate existing risks and increase the 
threats of climate change. By contrast, renewable energies such as 
Photovoltaic is considered one of the sources of energy not emitting 
carbon dioxide and other greenhouse gases, contributing to global 
warming. Seen its simplicity and low maintenance costs, Solar cells 
are the most prominent alternative to deal with these issues. 
However, Standard Test Conditions (STC) of Photovoltaic (PV) 
modules are, in the most cases, not representative of the real working 
conditions of a solar module. For operating conditions in arid 
climate, temperature of PV modules considerably increases above 
the STC temperature  and affects PV system performance. In order  
to effectively predict energy production for a given location, it is of 
great importance to develop a robust  model to take into account the 
electrical and thermal behaviors of the PV module. Different models 
have been previously implemented using a single or double diode 
model. This work focuses on the latest one, which requires the 
determination of  seven parameters .these parameters  are : Iph, Rs,    
Rsh, n1, n2, I01 and I02. By referring to the estimation methods 
proposed in the literature such  as : Newton-Raphson, Gauss-Seidel 
and Metaheuristics algorithms. This work introduces a new method 
of  global optimization algorithm based on the use of Flying Foxes 
Optimization (FFO) technique to estimate the PV cell/module 
parameters. The proposed population-based approach is inspired 
from the survival strategies of flying foxes during a heatwave. The 
two different ways flying foxes move in the search space as well as 
their replacement mechanism, constitute the main advantages of the 
proposed optimizer, as they enhance exploration. FFO’s probability-

based solution replacement assists its escape from local optima, and 
helps the optimizer avoid wasting time searching bad regions of the 
search space. The results demonstrate that the proposed FFO 
optimizer constitutes an attractive alternative optimization approach 
to the most successful metaheuristic optimizers, considering local 
and global search capabilities. 
 

Results have been compared with those found by the methods of 
Newton-Raphson, Gauss-Seidel, Broyden , Genetic algorithm (GA), 
Particle Swarm Optimization (PSO) and Invasive Weeds 
Optimization (IWO)  to show that the proposed algorithm (FFO)  has 
a high fitting with the experimental data. 

Keywords: PV Model, Parameter Extraction, Double diode 
Model, Genetic Algorithm (GA), Flying Foxes Optimization (FFO) 
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Abstract 

The dynamically rising costs of heating result in an increased 
interest in thermal insulation materials. The best thermal 
insulation material available on the market is a rigid 
polyurethane foam. The rise in mining prices of raw materials is 
disrupting the polyurethane industry, so it is imperative to 
reduce the amount of petrochemicals in foams. The aim of the 
article was to check the possibility of using blackcurrant pomace 
as a filler for polyurethane foams. First, rigid foam composites 
containing 10 wt.% of fruit processing waste were produced. 
The obtained materials were analyzed in terms of structure, 
basic parameters such as water absorption, dimensional 
stability, apparent density, mechanical properties and the 
impact of the aging process on the content of C, H, N elements. 
The conducted research showed that the pomace has 
antioxidant properties and has a positive effect on the 
mechanical properties. In addition, this type of filler has a 
positive effect on the delay in ignition of the foams.  

Keywords: blackcurrant pomace, rigid polyurethane foam, 

biodegradable filler, fruit processing waste 

 

I. INTRODUCTION 
The price of heating and fuels in the European Union has risen 
sharply and has reached an unprecedented level. Therefore, it is 
necessary to perform thermal insulation for new buildings as well as 
for the existing ones. There are many products available on the 
building materials market, such as: mineral wool, polystyrene and 
polyurethane foams [1]. The main differences between these 
materials are the thermal conductivity coefficient (λ) and the price. 

Rigid polyurethane foam (RPUF) is the insulator most indicated due 
to the lowest heat conduction parameters. The λ value for  
commercial polyurethane foams ranges 0.02–0.04 W·m-1·K-1 [2]. 
RPUF is also popular for its other good properties: low density, 
biological and chemical inertness, as well as superior mechanical 
and hydrophobic properties [3][4]. In addition to insulating 
partitions of buildings, polyurethane foam is also used for pipes and 
refrigerators as an insulator [5], [6]. RPUFs are also used as light 
construction elements and in commercial refrigeration devices, but 
also in everyday objects, such as furniture and cars [7]–[11]. The 
biggest disadvantage of RPUF is its high price [12]. It is expensive 
due to fluctuations in the prices of the raw materials it is made of. 
Therefore, changes in the demand and supply of these raw materials 
can have a significant impact on the RPUF products. Therefore, 
many studies are conducted to reduce the amount of petrochemical 
products by partially replacing them with solid fillers. The use of 
fillers not only reduces the price of the polyurethane product, but 
also affects its properties and may increase the possibilities of its 
application. The use of waste as fillers is very popular. As a result, 
the by-product is additionally recycled. The used waste fillers can 
be divided according to their origin. An example of a filler of animal 
origin is feathers. Due to the issues of their disposal, they have been 
used in RPUF and have had a positive effect on the improvement of 
thermal and acoustic properties of the material [13], [14]. Fruit 
seeds and nut shells are also very popular fillers. Plant-based fillers 
are another group of fillers used in the RPUF industry. This type of 
filler includes fruit and vegetable pomace, fruit seeds[15] and nut 
shells [16], [17]. The above-mentioned natural fillers are 
characterized by the fact that their chemical composition often 
positively influences the mechanical, physical and thermal 
properties of foams [18]. Other fillers are those that come from the 
energy or steel industries. An example is fly ash from coal 
combustion, which has a positive effect on the reduction of 
flammability and reduces the rate of polymer degradation [19][20]. 
In this study, blackcurrant pomace was used as a filler. The 
evaluation of the application of this filler was based on the results 
showcased in the article. Namely - the results of research on the 
structure, physical properties, and strength properties of obtained 
composites. The novelties presented in the paper are the aging tests 
performed together with the determination of the elements C, H, N, 
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and O, which allowed to assess the influence of blackcurrant pomace 
on the oxidation process of polyurethane foams. It should be 
emphasized that the currant pomace is a rich source of polyphenolic 
compounds with confirmed antiradical properties [21]. In the 
literature, there are studies on the use of currant pomace in flexible 
polyurethane foams [22]. The authors observed that the discussed 
additive increased the foam growth time and the reduction of the 
temperature of the foaming process. The density of the material also 
increased. The pomace additionally accelerated the degradation of 
the rigid polyurethane segments and slowed down the degradation 
of the soft segments. No information has been found in the literature 
on the use of currant waste in rigid polyurethane. The experiment 
described in the article may expand the use of currant pomace not 
only in the food industry, but also in the material technology and 
have a positive effect on the properties and price of rigid 
polyurethane foams. Additionally, the addition of blackcurrant 
pomace to the PU foams may create a new method of utilizing this 
type of waste. This waste constitutes 20-35% of the weight of the 
processed raw material [23]. 

II. MATERIALS AND METHODS 
A. Preparation of the filler and rigid 

polyurethane foams 
This article uses blackcurrant pomace as a filler for RPUF. Before 
introducing it into the foams, it was processed by drying it to a 
constant mass at the temperature of 105℃ and then, using a 
laboratory mill, the expeller was crushed to a powder form. 

In order to analyze the filler used, the content of the elements 
(carbon, hydrogen, nitrogen) was examined, and is presented in 
Table 1. 

Table 1. Elemental analysis of blackcurrant pomace 

 C [%] H [%] N [%] 
Blackcurrant 

pomace 49.20 6.94 2.26 

The carbon content of blackcurrant pomace is over 49%, hydrogen 
is almost 7%, and nitrogen is just over 2%. These values do not 
differ from the chemical composition of agricultural and forest 
biomass. Blackcurrant pomace also contains a large amount of 
lignin, cellulose and hemicellulose. 

Polyurethane foams were produced using the one-step method. A 
polyol masterbatch was mixed with an isocyanate to form a 
reference foam (PU_0), while a 10% foam (PU_10) with 
blackcurrant expeller was produced by introducing expeller into the 
polyol masterbatch and then adding the isocyanate. All ingredients 
were mixed with a mechanical agitator at a constant speed of 2000 
rpm. RPUF were prepared using the two-component commercial 
system EKOPRODUR PM4032 (PCC Group, Poland). 

 The process of preparing the filler and foams is presented below 
(Figure 1). 

 
Figure 1. Scheme of preparation of the filler and RPUF 

Polyurethane foam is produced by the intensive mixing of two main 
components: isocyanate and petroleum-derived polyol. During their 
mixing, additives such as catalysts and stabilizers are also added, 
which can create different properties of the polyurethane [24]. 

B. Methods 
The microstructure of the obtained polyurethane composites was 
determined at a magnification of 6x using an optical microscope 
(Vision Engineering SX 45). 

The apparent density of the material was tested on the basis of the 
EN ISO 845:2009 standard. 

The water absorption of the foams was determined in accordance 
with the ASTM D570-98 standard by determining their starting 
weight, then after 5 minutes, 3 hours and 24 hours of a water bath. 

The dimensional stability of polyurethane materials was determined 
in accordance with the PN-92/C89083 standard by testing the length 
change before the aging process, after 20 h and 40 h of the aging 
process, which was carried out at the temperature of 150℃. 

The analysis of carbon, hydrogen, nitrogen and oxygen elements 
was carried out for the obtained materials in order to assess the aging 
process through the action of UV light and water spray as well as 
the actual weather conditions. 

The brittleness of the obtained foams was analyzed according to the 
ASTM C 421-08 standard. 

The compressive strength of the foam was determined in accordance 
with EN ISO 14125:198. In the test, the value of the given relative 
deformation was equal to 10%. 

Flammability parameters were tested, such as: limit oxygen index 
(LOI) based on the PN-EN ISO 4589-2: 2006 standard, the UL 94V 
foam flammability test in accordance with the PN-EN 60695-11-10: 
1999 standard and reaction to fire by determination of the grass 
calorific value (ISO 1716: 2018). Flammability tests were also 
carried out on a cone calorimeter, determining the characteristic 
parameters (average heat release rate (HRR), maximum heat release 
rate (PHRR), effective heat of combustion (EHC), time to ignition 
(TTI), percentage mass loss (PML)). 

III. RESULTS 
A. Physical properties of PU foams 
The water absorption of the foam is summarized in Table 2. Based 
on the analysis of the results, it can be concluded that the water 
absorption increases most rapidly in the first minutes of immersion. 
The absorbency value increases with the passage of time. In both 
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cases, the foam soaks up water, however, for PU_10 foam, the 
increase in water absorption is significantly lower. 

Table 2. Water absorption of rigid polyurethane foams 

Sample 
Water absorption [%] 

5 min 3h 24h 

PU_0 14.48 24.68 36.14 

PU_10 12.63 15.32 34.55 

The reduction in absorbency is most likely due to the cellulose in the 
filler, which disperses inside and over the edges of the cells, thus 
blocking the foam from absorbing moisture [15]. The changes in 
dimensions and mass of samples after 20 and 40 h of conditioning 
at 150 ° C are shown in Table 3. 

Table 3. Dimensional stability and weight loss of rigid 
polyurethane foams 

Sample 

Dimensional 
stability Loss in mass 

(Δl, 20h, 
150℃) 

[%] 

(Δl, 
40h, 

150℃) 
[%] 

(Δm, 20h, 
150℃) 

[%] 

(Δm, 40h, 
150℃) [%] 

PU_0 3.86 4.18 9.23 9.23 

PU_10 1.33 1.79 11.36 11.36 

Basically three times lower values of linear stability were obtained 
for the PU_10 sample as compared to the reference foam. This ratio 
was maintained after both 20 and 40 hours. The improved 
dimensional stability for cellulose-containing foams was also 
confirmed by M. Szpiłyk et al. [25]. The weight loss stabilized and 
remained unchanged after 40 h. The difference between the samples 
amounts to approx. 2% due to the moisture contained in the filler, 
which evaporated during the conditioning. 

 
Figure 2 Elemental analysis of C, H, N and O of rigid 

polyurethane foams 
Figure 2 shows the elemental analysis of basic foams. Compared to 
both foams, PU_0 has a higher carbon content and a lower oxygen 
content compared to PU-10. The other two elements, that is N and 
H, in both of the foams are at a comparable level.  

Figure 3 shows the elemental analysis after an artificially created 
aging process. The foams were treated with UV light and water 

spray. Comparing with Figure 1, it can be seen that in both samples 
the carbon content remained at the same level, the hydrogen content 
in PU_0 decreased and the nitrogen and oxygen content increased 
slightly. At the same time, in the case of PU_10, the hydrogen 
content increased, the nitrogen content decreased, and the oxygen 
content decreased compared to the unmodified foam. 
 

 
Figure 3 Elemental analysis of C, H, N and O of rigid 

polyurethane foams subjected to water spray and UV light 
Figure 4 shows the results of the analysis for foams exposed to 
natural weather conditions. PU_0 has a lower carbon content, a 
higher hydrogen, nitrogen and oxygen content. In PU_10, the carbon 
content remains constant, the hydrogen and nitrogen content 
increases, but the oxygen content drops significantly from 16.77% 
for unmodified foam to 14.57% for the foam placed under the action 
of atmospheric conditions. Generally, foam modified with 
blackcurrant expeller filler is more resistant to artificial and real 
atmospheric conditions than PU_0. This is confirmed by the fact that 
such pomaces act as antioxidant substances. 

 

Figure 4 Elemental analysis of C, H, N and O of rigid 
polyurethane foams exposed to real atmospheric conditions 

Such analyzes are very important from the point of using RPUF as 
insulating materials. In the literature, one of the main causes of aging 
of polyurethane insulations is the phenomenon of gas diffusion. As 
a result of oxygen and nitrogen entering the foam structure, cellular 
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gases such as carbon dioxide and cyclopentane are forced out, which 
results in an increase in heat conduction coefficient [26]. 

B. The structure of PU foams 

a) 

 

b) 

 
Figure 5. Structure of rigid polyurethane foams: a)PU_0, 

b)PU_10 

The cellular structure of rigid polyurethane foam has a considerable 
impact on the mechanical properties. The photos from the optical 
microscope are summarized in Figure 2. PU_0 foam cells are 
characterized by similar dimensions, there is no large fluctuation in 
the values of the diameters. In the case of PU_10 foam, the 
morphology is more diversified, the cells are elongated and do not 
resemble spheres as for the reference foam. The presence of such a 
cell shape is related to the high reactivity of the polyurethane system. 
As a result, the currant pomace intensified the process of cell 
nucleation. This thesis is confirmed by examples from the literature 
in which the cellulosic filler caused the growth of the cells of the 
polyurethane composite [27], [28]. 

C. Mechanical properties of PU foams 
 
Table 4. Apparent density and mechanical properties of rigid 

polyurethane foams  

Sample 
Apparent 

density 
[kgm-3] 

Brittleness 
[%] 

Compressive 
strength 
[MPa] 

Young's 
modulus 
[MPa] 

PU_0 36.09 16.98 0.04 6.70 

PU_10 33.82 11.63 0.07 8.96 
 
The literature shows that the apparent density of polyurethane foams 
is related to the mechanical properties. It is an important parameter 
therefore it has been determined that a typical RPUF should have a 
density in the range of 28-60 [kgm-3] [29]. PU_0 had an apparent 
density of about 36 [kgm-3], while the apparent density of PU_10 
was almost 34 [kgm-3]. Both values fall within the defined range 
(Table 4). The literature also describes cases where the introduction 
of the filler resulted in a reduction of the apparent density in relation 
to the reference foam [30]. 

From the strength tests performed, a positive effect of this type of 
filler on the mechanical properties of RPUF can be observed. The 
maximum compressive strength increases (Table 4). The stress-
strain diagram shows that the strength improved almost twice after 
introducing the filler at a load of 10%. From the presented graph, 
you can see three stages of degradation during compression [31]. 
Table 4 also shows the results of the brittleness testing of the foams 
obtained. They show that blackcurrant pomace has a positive effect 
on brittleness because it reduces it. The brittleness results are 
correlated with the apparent density of foams [32]. Other researchers 
received similar conclusions that introducing the filler to a specific 
concentration has a positive effect on the mechanical properties of 
polyurethane foams [33]. 
 

 
Figure 5. Compressive deformation of rigid polyurethane 

foams 

D. Flammability of PU foams 

The flammability of polyurethane foams is an important aspect 
because they are used as thermal insulation materials, so they should 
have a specific flammability class. Additionally, as RPUF burns 
down, many toxic gases are released into the atmosphere [34]. 

For the analyzed materials, the LOI was determined (Table 5), which 
for PU_0 was 21.4%, and for PU_10 - 20.7%, which is unfavorable 
in terms of planarity, because it means that the foam with a filler 
requires less amount of oxide to maintain the flame. Also, in the 
reaction to fire test, it was found that introducing the filler into the 
foam increases the heat value. 

Table 5. Gross calorific value, LOI values, UL-94 vertical 
burning behaviors of rigid polyurethane foams 

Sample LOI [%] Gross calorific 
value (MJ*kg-1) UL94 V 

PU_0 21.4 25.98 N.R 

PU_10 20.7 26.02 N.R 
 

The obtained results from the cone calorimeter show that PU_0 
ignites faster compared to PU_10 (Table 6). In the context of the 
possibility of using polyurethane foams as thermal insulation 
materials, the HRR and PHRR parameters are very important. The 
first parameter was smaller for PU_10, while in the case of 
maximum heat release it was the other way round. Generally, the 
construction law stipulates that the RPUF should have a maximum 
PHRR of 300 [kW/m2] [35], [36]. 
Table 6. Cone calorimeter results of rigid polyurethane foams 

Sample TTI [s] EHC 
[MJ/kg] 

HRR 
[kW/m2] 

PHRR 
[kW/m2] PML [%] 

PU_0 4 7.98 63.88 77.70 85.7 

PU_10 6 9.63 57.80 79.11 80.8 

IV. Conclusions  
The paper presents the results of research on a polyurethane foam 
and a polyurethane composite containing 10% of blackcurrant 
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pomace. The addition of a filler has many benefits in reducing the 
amount of petrochemicals in the foam, reducing production costs 
and improving some properties. The currant pomace acts as a 
blockage in the foam and hinders water absorption and increases the 
dimensional stability of the sample. Compared to the reference 
sample, the stability is three times higher after both 20 and 40 hours. 
Additionally, the simulations of the insulation aging process confirm 
the antioxidant effect of blackcurrant pomace. The foam modified 
with this filler degraded less as shown by the elements analysis. 
Moreover, the discussed filler intensified the process of nucleation 
of bubbles during foam growth. In the case of the reference foam, 
the foam structure consisted of spherical cells similar in size. In 
PU_10 foam, the bubbles are elongated and their diameters are more 
diversified. The filler lowers the apparent density of the foam, which 
is closely related to the mechanical parameters. The foams 
containing the filler also showed almost twice the compressive 
strength, but also lower brittleness, which confirms the positive 
effect of the filler on the mechanical properties. The differences in 
the gross calorific value and the LOI index between the samples are 
similar. The addition of the filler extended the ignition time of the 
foam and reduced the amount of average heat released. 
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Abstract 

In recent years, there has been a great interest in the development 
of lead-free, stable and high efficiency perovskite materials. In our 
work, we studied a lead-free, inorganic and non-toxic double 
perovskite solar cell (PSC) based on Cs2AgBi(I(1-x)Brx)6 using ab-
initio calculations density function theory (DFT) study. The 
stability, electronic and optical properties are studied and the 
transport properties have been calculated. Thus, we have evaluated 
the band gap of the Cs2AgBi(I(1-x)Brx)6 absorber by two 
approximations GGA-PBE and TB-mbj. We found that the values 
of absorptivity and dielectric constant also increase with increasing 
Br doping. These mixed halide compounds show stronger 
absorption coefficients from 300 to 600 nm, the lowest light 
absorption capacity is observed between 600 and 800 nm. 

The performance of the compounds is simulated via SLME. To 
improve the performance of the device, we analyzed and optimized 
different parameters of the PSC: optimal thickness, defect density 
and band gap of the absorber by the numerical simulation method of 
perovskite solar cell using SCAPS-1D (solar cell capacitance 
simulator) software. Thus, the optimized values of the doping 
density for the absorber layer, HTL and ETL were determined; the 
device achieved a good PCE. Bi-based double mixed halide 
perovskite materials have provided great scope for a broad range of 
applications cells with the same high performance as lead-based 
perovskite. They can be obtained experimentally in future. 

 

 

 

 

Keywords: Cs2AgBi(I(1-x)Brx)6 absorber, DFT study, perovskite 
solar cells, Photovoltaic technology 
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Abstract 

Wastewater treatment plants (WWTPs), which operate due 
to the vital activity of microorganisms, often do not achieve high 
nitrogen and phosphorus removal from wastewater. Nitrogen 
and phosphorus compounds in treated wastewater enter surface 
water bodies and cause their eutrophication. The effective 
treatment of wastewater is essential for creating a sustainable 
environment. Three WWTPs were selected with similar effluent 
discharges (10 m3/d) and the removal of pollutants was 
analyzed. Chemical analysis data of wastewater samples of 
WWTPs effluent was collected and evaluated for each quarter 
for 5 years (2017-2021). The results showed that 76.67% of the 
residual total phosphorus concentration, 1.67% of biochemical 
oxygen demand (BOD7), and 25% of total nitrogen from all 
analyzed samples did not meet the requirements for treated 
wastewater. In order to achieve a higher level of removal of 
nitrogen and phosphorus compounds, additional tertiary 
treatment is recommended. 

Keywords: wastewater, pollutants, removal, efficiency 

 

I. INTRODUCTION 
Biological wastewater treatment, which operates due to the vital 
activity of microorganisms, is the main method of domestic 
wastewater treatment. Wastewater treatment plants (WWTPs) with 
conventional technology do not always meet the stricter 
requirements for the quality of treated wastewater [1]. The main 
wastewater treatment process can not completely remove nitrogen 
(N) and phosphorus (P) compounds. Often WWTPs with low flow 
of wastewater release the higher residual concentrations of these 
compounds in the treated wastewater. Untreated or insufficiently 
treated wastewater pollutes the natural environment: land, soil, 
lakes, rivers, or other bodies of water and groundwater [2]. Nitrogen 
and phosphorus compounds in treated wastewater enter surface 
water bodies and cause their eutrophication. The concentration of 

nitrogen and phosphorus compounds is higher than normal in 
surface water bodies [3, 4]. Eutrophication threatens the supply of 
drinking water, recreation, and fish and wildlife habitats [5, 6]. The 
condition of many European water bodies is poor due to 
eutrophication [7]. The European water policy aims to achieve good 
ecological status (defined as a small deviation from near-natural 
conditions) in all rivers, lakes, coastal and intermediate waters by 
2027 at the latest [8].  

Three WWTPs were selected with similar effluent discharges (10 
m3/d) in order to find out the efficiency of pollutants removal from 
wastewater and determine the need for tertiary treatment of 
wastewater. 

II. METHODS 
Three WWTPs with a flow rate of 10 m3 per day but with a 
population equivalent (PE) less than 10000 were selected in 
Lithuania. 

The data of wastewater quality before and after wastewater 
treatment from real wastewater treatment systems were collected 
and evaluated for each quarter for 5 years (2017-2021), with a total 
of 20 wastewater samples per WWTP.  

Chemical analysis data of wastewater quality consisted of pH, total 
suspended solids (TSS), chemical oxygen demand (COD), 
biochemical oxygen demand (BOD7), ammonium nitrogen (NH4-
N), nitrate nitrogen (NO3-N), nitrite nitrogen (NO2-N), total nitrogen 
(TN), ortho-phosphate phosphorus (PO4-P) and total phosphorus 
(TP) concentrations. The standard analytical methods were applied 
to analyze the parameters listed above: EN ISO 10523:2012; EN 
872:2005; ISO 6060:2003; EN 1899-1:2000; ISO 7150-1:1998; ISO 
7890-3:1998; EN 26777:1999; EN 25663-2000; EN ISO 6878-
2004; EN ISO 6878-2005. Selected data were processed statistically 
by applying a confidence interval of 95 % and values of arithmetical 
average, maximum, minimum, median, and standard deviation were 
calculated.  
Wastewater chemical analysis results were compared to 
requirements for the quality of treated wastewater in Lithuania 
(DLK): an instantaneous maximum permitted concentration is 23 
mg/L for BOD7; an instantaneous maximum permitted 
concentration is 2 mg/L for TP; an instantaneous maximum 
permitted concentration is 20 mg/L for TN. BOD7, TP and TN 
removal efficiency from wastewater must reach 70-90%, 80% and 
70-80%, respectively [9].  An analysis has been carried out to 
evaluate how much requirements for the quality of treated 
wastewater are met. 
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III. RESULTS 
A. Removal efficiency 
 The results of BOD7 in treated wastewater from the first WWTP 
(1), the second WWTP (2), and the third WWTP (3) are shown in 
Figure 1.  

The initial average concentration of BOD7 before WWTPs was 400 
mg/L. 

The average concentration of BOD7 in the treated wastewater in the 
first WWTP was 12.64 mg/L, the minimum - 4.26 mg/L, and the 
highest – 22 mg/L.  

The average concentration of BOD7 in the treated wastewater in the 
second WWTP was 13 mg/L, the minimum – 6.12 mg/L, and the 
highest – 24 mg/L. 

The average concentration of BOD7 in the treated wastewater in the 
third WWTP was 9.49 mg/L, the minimum – 3.32 mg/L, and the 
highest – 17 mg/L. 

According to the BOD7 indicator, all the WWTPs meet the 
requirements (Fig. 1). Only 1 unallowable concentration (24 mg/L) 
of BOD7 was detected (1.67% of total samples). 

The results of total nitrogen in treated wastewater from the first 
WWTP (1), the second WWTP (2), and the third WWTP (3) are 
shown in Figure 2. 

The initial average concentration of TN before WWTPs was 80 
mg/L. 

The average concentration of TN in the treated wastewater in the 
first WWTP was 15.73 mg/L, the minimum - 4.2 mg/L, and the 
highest – 44.8 mg/L.  

The average concentration of TN in the treated wastewater in the 
second WWTP was 16.88 mg/L, the minimum – 9.9 mg/L, the 
highest –33.7 mg/L. 

The average concentration of TN in the treated wastewater in the 
third WWTP was 17.81 mg/L, the minimum – 8.1 mg/L, the highest 
– 47.2 mg/L. 

15 unallowable concentrations of TN were detected (25 % of total 
samples). 

The results of total phosphorus in treated wastewater from the first 
WWTP (1), the second WWTP (2), and the third WWTP (3) are 
shown in Figure 3. 

 The initial average concentration of TP before WWTPs was 10 
mg/L. 

The average concentration of TP in the treated wastewater in the first 
WWTP was 2.63 mg/L, the minimum – 0.8 mg/L, and the highest – 
5.29 mg/L.  

The average concentration of TP in the treated wastewater in the 
second WWTP was 3.29 mg/L, the minimum – 1.43 mg/L, and the 
highest – 6.89 mg/L. 

The average concentration of TP in the treated wastewater in the 
third WWTP was 2.9 mg/L, the minimum – 1.42 mg/L, and the 
highest – 5.15 mg/L. 

46 unallowable concentrations of TP were detected (76.67 % of total 
samples).  

The results of total phosphorus removal efficiency in the first 
WWTP (1), the second WWTP (2), and the third WWTP (3) are 
shown in Figure 4. 

Figure 1. BOD7 residual concentration compliance with the 
requirements (DLK)  

Figure 2. Total nitrogen residual concentration compliance 
with the requirements (DLK)  

Figure 3. Total phosphorus residual concentration 
compliance with the requirements (DLK)  

Figure 4. Total phosphorus removal efficiency compliance 
with the requirements (DLK)  
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The efficiency of TP removal was less likely to meet the 
requirements for the quality of treated wastewater: only 18.3 % met 
the requirements and 81.7 % did not. 

It should be noted that the maximum permitted concentrations were 
exceeded by the quarterly average concentrations. Therefore, 
instantaneous concentrations could have been even higher. 

B. Removal of nitrogen 
Wastewater treated in conventional wastewater treatment plants 
with activated sludge has a low concentration of organic 
compounds, but high nitrate concentrations [10]. After biological 
wastewater treatment, nitrate nitrogen theoretically accounts for the 
majority of total nitrogen, because total nitrogen concentration in 
wastewater is reduced during biological treatment by nitrification 
(aerobic respiration: oxidation of ammonia to nitrates and nitrites) 
and denitrification (anoxic respiration: reduction of nitrates to 
gaseous nitrogen) [11]. 

Examining the data of wastewater treatment protocols for the 
selected period, the distribution of ammonium nitrogen and nitrate 
nitrogen in the concentration of total nitrogen was determined for 
each treatment plant. 

In Figure 5 can be seen, that in treated wastewater from the first 
WWTP ammonium nitrogen or nitrate nitrogen accounts for the 
majority of total nitrogen at a different quarter of the year. Also, the 
average percentage amount of ammonium nitrogen in the total 
nitrogen concentration was 43.4 % and the amount of nitrate 
nitrogen in the total nitrogen concentration was 27.1 %. 

The average concentration of ammonium nitrogen in the treated 
wastewater in the first WWTP was 6.82 mg/L and the average 
concentration of nitrate nitrogen was 4.26 mg/L. 

So, in most cases, the total nitrogen concentration consisted of 
ammonium nitrogen in the 1st WWTP. 

In Figure 6 is shown, that in treated wastewater from the second 
WWTP ammonium nitrogen accounts for the majority of total 
nitrogen at a different quarter of the year. Also, the average 
percentage amount of ammonium nitrogen in the total nitrogen 
concentration was 68.2 % and the amount of nitrate nitrogen in the 
total nitrogen concentration was only 7.2 %. 

The average concentration of ammonium nitrogen in the treated 
wastewater in the second WWTP was 11.52 mg/L and the average 
concentration of nitrate nitrogen was 1.21 mg/L. 

So, in most cases, the total nitrogen concentration consisted of 
ammonium nitrogen in the 2nd WWTP. 

In Figure 7 is shown, that in treated wastewater from the third 
WWTP ammonium nitrogen accounts for the majority of total 
nitrogen at a different quarter of the year. Also, the average 
percentage amount of ammonium nitrogen in the total nitrogen 
concentration was 59.6 % and the amount of nitrate nitrogen in the 
total nitrogen concentration was only 13.3%. 

The average concentration of ammonium nitrogen in the treated 
wastewater in the third WWTP was 10.61 mg/L and the average 
concentration of nitrate nitrogen was 2.37 mg/L. 

So, in most cases, the total nitrogen concentration consisted of 
ammonium nitrogen in the 3rd WWTP. 

Summarizing the nitrogen removal results, it can be said that a 
similar situation was found in three different WWTPs with the same 
flow rate - the concentration of ammonium nitrogen accounted for 
most of the total nitrogen concentration. These WWTPs have a 
problem with the nitrification process. It is important information 
for designing the tertiary wastewater treatment to achieve a higher 
level of removal of nitrogen compounds.  

Obviously, before applying additional (tertiary) wastewater 
treatment, the composition of total nitrogen compounds in each 
treatment plant must be assessed.  

Figure 5. Distribution of ammonium nitrogen and nitrate 
nitrogen in the total nitrogen concentration in 1st WWTP 

Figure 6. Distribution of ammonium nitrogen and nitrate 
nitrogen in the total nitrogen concentration in 2nd WWTP 

Figure 7. Distribution of ammonium nitrogen and nitrate 
nitrogen in the total nitrogen concentration in 3rd WWTP 
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C. Removal of phosphorus 
When considering conventional phosphorus removal technologies, 
a few key factors must be taken into account. Firstly, there is the 
requirement to remove up to 80% of incoming TP load to meet the 
current discharge requirement of 2 mg/L. In conventional 
wastewater treatment plants, approximately 10% of total 
phosphorus can be removed during solids settling and 30% during 
the biological metabolism of microorganisms [12]. Consequently, 
phosphorus is removed inefficiently and an additional 40% removal 
of P is required. 

The distribution of phosphate phosphorus in the concentration of 
total phosphorus was determined for each treatment plant. 

In Figure 8 can be seen, that in treated wastewater from the first 
WWTP the phosphate phosphorus accounts for the majority of the 
total phosphorus concentration. Also, the average percentage 
amount of phosphate phosphorus in the total phosphorus 
concentration was 72.9 %. 

The average concentration of phosphate phosphorus in the treated 
wastewater in the first WWTP was 1.92 mg/L and the average 
concentration of total phosphorus was 2.63 mg/L. 

In Figure 9 is shown, that in treated wastewater from the second 
WWTP the phosphate phosphorus accounts for the majority of the 
total phosphorus concentration. Also, the average percentage 
amount of phosphate phosphorus in the total phosphorus 
concentration was 71.6 %. 

The average concentration of phosphate phosphorus in the treated 
wastewater in the second WWTP was 2.36 mg/L and the average 
concentration of total phosphorus was 3.29 mg/L. 

 

 

In Figure 10 is shown, that in treated wastewater from the third 
WWTP the phosphate phosphorus accounts for the majority of the 
total phosphorus concentration. Also, the average percentage 
amount of phosphate phosphorus in the total phosphorus 
concentration was 71.2 %. 

The average concentration of phosphate phosphorus in the treated 
wastewater in the third WWTP was 2.06 mg/L and the average 
concentration of total phosphorus was 2.90 mg/L. 

It can be assumed, that the phosphate concentration of phosphates 
makes up the major part (about 70%) of total phosphorus. The 
orthophosphate (PO4-P) is the most abundant form in domestic 
wastewater: it represents 60–85% of total phosphorus due to the 
hydrolysis of polyphosphates and organic phosphates [13]. 

In this study, it was found that the main pollutants in the wastewater, 
that cause eutrophication - nitrogen and phosphorus, were not 
removed effectively. In order to protect the environment around us, 
water resources, also to reduce eutrophication, it is necessary to 
install tertiary wastewater treatment plants, that will reduce residual 
concentrations of nitrogen and phosphorus compounds. It is 
recommended that tertiary wastewater treatment plants should not 
be expensive to install and operate, should be environmentally 
friendly, and be suitable for small and medium-sized wastewater 
treatment plants. Also, before applying tertiary wastewater 
treatment, the composition of wastewater pollutants in each 
treatment plant must be assessed. 

IV. CONCLUSIONS 
The results showed that 76.67% of the residual total phosphorus 
concentration, 1.67% of biochemical oxygen demand (BOD7), and 
25% of total nitrogen from all analyzed samples did not meet the 
requirements for treated wastewater. The efficiency of total 
phosphorus removal did not meet the requirements for the quality of 
treated wastewater in 81.7 % of cases. The results justified the need 
for tertiary treatment of wastewater in all three WWTP. In order to 
achieve a higher level of removal of nitrogen and phosphorus 
compounds, additional tertiary treatment is recommended.  
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Abstract 

Dry processing within metal-cutting manufacture needs to be applied in order to reduce the adverse effects of cooling lubricants 
on the environment. In a study by Schäpermeier, the author indicates that during machining above a fixed temperature value, 
the contact area between the underside of the chip and the rake face (chip underside/rake face) experience boundary friction. 
As this process generates lubricants that are not harmful to the environment, the basic requirement for dry processing during 
chip formation with boundary friction is fulfilled.  
In addition, the production of lubricants reduces the wear rate of the tool and eventually creates an economic incentive to 
achieve dry processing, by selecting the specifications to allow for boundary friction during the process of machining.  
 
During the machine processing the highest temperatures occur in the contact area chip underside/rake face. In contrast to the 
assumption of FE modelling, the chip underside and the rake face are not smooth, but show a microscopic roughness. As a 
result, only parts of the contact area experience friction. This roughness on both surfaces leads to the formation of “cavities” 
that can be filled with cooling lubricants at low temperatures, and hence affects chip formation. With increasing temperature, 
the protrusions of the chip underside “soften” and the cavities’ volume decreases. Following that, the protrusions are welded 
onto the rake face and form built-up edges. Eventually the temperature of the protrusions reaches the melting temperature of 
steel and the cavities are filled, thus the requirements for boundary friction are met. In this case only the protrusions of the rake 
face are in contact with the chip underside and the chip can transmit normal and transverse forces. The main characteristic of 
this process is that the total area of the protrusions represents the size of the machining surface. In spite of the melting 
temperatures, the protrusions at the chip underside do not melt due to the significantly short residence time and remain on the 
chip when it exits the contact area.  
It is therefore crucial to achieve the required temperature within the contact area to allow for a machining process with boundary 
friction. This temperature range is solely dependent on the dimensions of the machining surfaces of both the work piece and 
the tool, as well as the cutting speed. The dimensions generally differ between roughing and finishing and further depend on 
the magnitude of the speed ratio. Merely the specifications of the feed and cutting speed determine whether the machining 
process can be achieved in an economically and ecologically advantageous way.  

 

Keywords: Similarity mechanics, thermal speed ratio, boundary friction, inherent lubricant, dry machining, stability, cutting data control 
calculator. 
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Abstract 

Natural resource conservation and environmental protection are 

essential due to the rapid depletion of natural resources and 

unfavorable environmental changes on a worldwide scale. 

Sustainable measures are targeted at decreasing ecological impacts, 

mainly through technical innovation in producing goods and 

processes, resulting in increased operational efficiency and higher 

natural resource management, lowering emissions and waste. 

Energy is a critical component in sustainable industrial measures to 

enhance overall production sustainability in pollution prevention 

and control. 

 Industrial process heating consumes more energy than any other 

type of energy in the manufacturing industry. Around the world, 

industrial heating systems are a significant energy consumer and 

CO2 (GHG) emitter. Most of the direct emissions within the 

company's organizational borders are caused by the combustion of 

the primary fuel used for plant heating, heat production, and other 

vehicle manufacturing operations. This motivated us to analyze and 

develop reliable sustainability measures for industrial heating 

systems.  

  A case study is conducted in the domain of industrial heating 

systems in an automobile manufacturing plant The study provides 

an intricate understanding to assess a heating system and its impacts. 

It will offer opportunities to opt for alternate possibilities of 

materials & methods to reduce the harmful effects. It also gives a 

brief idea of the application of the MCDM approach in energy 

decision making. Furthermore, finding heating applications 

procedures that use energy-efficient solar thermal systems is crucial 

for enabling industries with large solar energy potential to reduce 

their reliance on non - renewable and develop more environmentally 

friendly industrial systems in the future.  

 

Keywords: Sustainability measures, Energy efficiency, MCDM, 

TOPSIS, Manufacturing system, Sustainable manufacturing. 

 

I. INTRODUCTION 

Nowadays, sustainable industrial systems are a must to 

reduce environmental and health concerns while preserving energy 

and natural resources. Industry must employ a variety of various 

implementations to improve processes and practices in the 

production system to attain sustainability [1]. Sustainable measures 

are targeted at decreasing environmental impacts mainly through 

technical innovation in the product-producing processes, which 

results in increased operational efficiency and higher natural 

resource management, lowering emissions and waste. Reduced 

energy consumption, minimizing waste, improved product 

durability, reduced environmental and health issues, improved 

product quality, and generation of renewable energy supplies are the 

key goals of establishing a sustainable manufacturing system [2]. A 

sizable portion of the world's overall energy consumption and CO2 

emissions are caused by industrial activity [3] 

Industrial process heating consumes more energy than any other 

type of energy in the manufacturing industry, accounting for more 

than 70% of total process energy end-use [4]. Around the world, 

reduction in energy consumption for industrial heating applications 

can be done by using various energy savings strategies [5].  The 
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complexity of energy consumption sources, their variability, and the 

multiple levels of energy consumption in manufacturing systems are 

the focus of energy performance [6]. Reduced energy consumption 

and associated costs can result from investments in energy-efficient 

measures, which can offer a variety of benefits. Energy efficiency 

reduces reliance on fossil fuels, reduces harmful emissions, and has 

a positive influence on the environment [7].  

Consequently, the broad adoption of energy-efficient technology 

and processes is a critical component in the manufacturing system 

for sustainable development [8]. The global decrease in carbon 

emissions is the primary force behind technological advances in 

energy efficiency and renewable energy. Several medium-energy-

consuming enterprises are also encouraged to use energy-efficient 

technology due to the cost reductions associated with those 

technologies [9]. Employing renewable energy sources has several 

advantages, including reducing dependency on fossil fuel supplies 

and ecological damage from carbon emissions. [10,11].  The use of 

heat recovery and heat pumps lowers total costs while increasing 

system efficiency  [12]. Khan et al discussed the impact to reduce 

the usage of fossil fuels, reduce the CO2 emission level, and energy 

conservation [13].     

To identify sustainability problems and suggest workable solutions 

in the specific application, the study is carried out systematically. A 

case study methodology is adopted in industrial heating systems in 

an auto manufacturing facility. MCDA TOPSIS approach is used to 

determine the viable solution in a conflicting condition in energy 

decision-making [14]. 

II.  LITERATURE REVIEW 

Measuring sustainability performance is essential for 

industrial firms that are also considering the wider impact of 

sustainability objectives on the economy and future policies [19]. 

More energy is used for industrial process heating than for any other 

purpose in the manufacturing sector, and it comes from several 

sources, including electricity, steam, and fuels  [4]. Numerous 

process heating unit operations and related machinery are used to 

accomplish significant material transformations that are essential 

steps in the production of the majority of consumer and industrial 

goods [7].  

How to lower energy consumption, production costs, and 

the environmental impact of the manufacturing systems is a key 

challenge for the industry's expansion [6]. Sustainability issues in 

manufacturing have motivated industries to focus more on suitable 

Industry focus has shifted to more appropriate operations and 

management methods because of manufacturing sustainability 

concerns, but there is no one proven strategy for successful adoption 

[23]. The first step in reducing dependence on fossil fuels is to use 

energy-saving programs designed to cut energy consumption and 

boost industrial energy efficiency [24]. Utilizing renewable energy 

sources is another method  [5,12]. In a unique setting with a high-

temperature heat pump system, energy use and greenhouse gas 

emissions can be decreased up to 90 percent and 40 percent, 

respectively [25].  

Several studies have mentioned the advantages of solar 

heater water heating for domestic and industrial purposes and have 

stated the potential scope areas in order to use solar heat in industrial 

operations [26]. The majority of industrial solar thermal applications 

use solar water heating (SWH), which is the most affordable of all 

solar thermal technologies now in use [27]. The operations that 

require low temperatures, a constant amount of energy throughout 

the hours of sunlight, and high prices of conventional energy in the 

existing system are those that are most conducive to the integration 

of solar thermal energy in industrial applications [28] 

Energy strategy can be effectively addressed by using 

MCDA, which is also increasingly used to resolve the conflicts that 

arise, by aggregating either performances or personal preferences, 

as it is a multidimensional problem [29]. Environmental, socio-

economic, technical, and institutional constraints to energy planning 

are addressed using MCDM as an evaluation structure. In contrast 

to many other tools, MCDM tools are adaptable enough to address 

multi-criteria challenges linked to a variety of application  [30]. 

III.  PROBLEM DESCRIPTION  
The present situation in the industrial sector is shifting in 

the direction of sustainability. A large global energy consumer and 

CO2 emitter are industrial heating systems. Even the slightest 

innovation or improvement in horizontal deployment can have a 

significant positive impact on sustainability. This motivated us to do 

research and develop credible sustainable heating system initiatives. 

The case study methodology is more dependable, they can deal with 

both tangible and intangible data, and they can calibrate outcomes. 

Many works successfully implemented case studies in Indian 

contexts using a variety of cutting-edge methodologies [31–33]. A 

case study methodology is utilized to analyze the best options for 

environmentally friendly heating applications in automobile 

manufacturing industry. 
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For the current study, gear component washing in an 

Engine shop was selected while reviewing the existing system. 

Presently Heating sources for washing gear components are catered 

with electric heaters will lead to high CO2 emissions, as fossil fuel 

(fuel-fired boilers) is the source of electricity generation. To 

enhance sustainability in the heating system there is potential scope 

for improvements in the factors like energy efficiency, energy 

conservation, and pollution reduction was reviewed. The major 

sustainability practices in the industrial heating system have been in 

two ways. First, modify the existing system to be better sustainable. 

Second, select and design alternate solutions from a sustainability 

point of view. Since selecting the best heating method involves 

complex decision variables. To develop a sustainable solution for 

the existing problem, two better sustainable heating systems were 

sized for the same application and their respective performance 

indicators were computed. The performance indicators of the 

existing electric heater system and alternatively sized systems were 

compared, and the appropriate system was selected as a 

sustainability measure. 

IV.  METHODOLOGY 
The evaluation of heating systems is significant as they give 

information of its performance. The right data & information about 

are essential to deciding on appropriate improvement actions. The 

evaluation has four basic steps. First, examine the existing system, 

with detailed analysis of the energy use, energy demand, and energy 

losses in the existing system. This helps in reviewing possibilities to 

reduce the energy use or losses by suitable measures and  identifies 

the parameters which are highly valued in terms of performance. 

This will give a basic understanding of the actual level of the 

performance performed by the present heating system, and it can be 

compared with the measures. Appropriate measures can be decided 

to achieve the desired level of performance numbers.  
 
 

 
 

Figure 1. The methodology applied in this study 
 

The goal of the present study is to select the best possible 

alternate energy-efficient heating system in sustainability. To 

achieve this goal, a methodology is proposed in this work.  Figure 

1. gives a brief overview of the used methods. The work is employed 

in a systematic way to analyze, develop, evaluate, and select the 

sustainable measure in an existing industrial system.    

 

A. Analyze the performance measures of the existing 
system 

First, we analyze the existing heating system and evaluate the 

performance measures. The evaluation of heating systems is 

important since it provides information about the system's 

performance. It's crucial to get the necessary data and information 

about a heating system's functioning before deciding on the best 

strategy [25]. Many factors contribute to the overall performance 

of the heating system & decision making of an industrial heating 

system, this framework has identified ten specific factors at two 

levels. These factors will add value to the evaluation and 

understanding of a particular system, and in turn, assists to select a 

suitable heating system for a specific application [34]. 

 

Figure 2. Performance indicators level 

The fundamental factors in level 1 and application-specific 

factors in level 2 are described in Figure 2. The fundamental factors 

consist of technical, economic, environmental, and social factors. 

At the factory level, four significant performance indicators are 

considered for the systems’ evaluation i.e System efficiency, Cost 

of energy, Impact on ecology (CO2 emission), Capital investment & 

return of investment (ROI). Though various factors affect the net 

systems’ performance in terms of System efficiency, Profitability & 

Impact on Ecology. The Level 2 factors are specific factors that 

demand unique requirements based on the specific application. 

These performance indicators can be used to assess an existing 

system, and compare an existing system with alternate systems, 

thereby guiding decision-making for energy conservation, energy 

efficiency improvements, and sustainability improvement 

activities. These indices will assist during the design stages of an 
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industrial heating system by providing an intricate understanding of 

the sustainability factors. 

The actual energy usage must be determined in order to assess 

the performance indicators of the particular industrial heating 

system. The actual energy consumption was measured with an 

Energy meter & it was observed that 18.31 KW was consumed in 

3.23 hrs. Implies of 6.80 kW / hr and a maximum of 7.2 kW / hr 

were recorded as the highest energy consumption at a single point 

in time. The process is a high energy-consuming process, energy 

conservation can be reviewed. The cost of energy is INR 7.1 / kWh, 

which can be reviewed for cost reduction. Reduction in CO2 

emission and reduction in energy consumption will add value from 

a sustainability point of view. The existing sustainability problems 

associated with the electric heater system are clearly defined. 

Table 1. Performance of the electric heating system 

1. Energy consumption calculation: 7.2kW/hr 

2.    CO2 emission calculation :129.8 Kg / day 

3. Cost of Energy: The cost of 1KW of energy from TNEB is 

INR 7.1 

Cost of energy / day = INR 1124.64 / day 

4. Energy Conversion Efficiency – 97-99% 

 

B.  Alternate measures for the existing system 

Industrial heating systems are a major energy user and 

CO2 polluter across the world. Even a minor innovation or 

improvement, on horizontal deployment, can contribute to a large 

extent towards sustainability. In recent solar energy, utilization has 

been an important area of sustainability. And in the last decade, 

Industrial heat pumps have gradually attained maturity in terms of 

performance and reliability. Hence a Solar thermal system and a 

Heat pump system   can be considered an alternative to the existing 

electric heater [35,36] [37]. The basic categories of industrial 

heating systems are based on the source of heat generation [38]. In 

the existing system energy delivered by an electric heater is 100% 

sourced from electricity, whereas in a solar thermal & heat pump 

system, energy from nature is utilized which is renewable. Such 

systems will help for sustainability.  So as an alternate method, heat 

pump, and solar thermal systems were selected. Performance 

evaluation of the alternate sources is done with the data’s obtained 

from the plant’s energy management department (utilities & 

services department) and a comparative study was carried out to find 

the alternate method (boiler heating systems, electric heater systems, 

heat pump systems, solar systems) for an energy-efficient heating 

system [39]. 

C. Evaluate performance measures of an alternate system. 

1)  Heat pump system 

The heat pump system's benefit is, it extracts heat energy 

from the atmosphere and makes use of it for the initial heating of the 

refrigerant before it gets into the compressor. Hence, the required 

external power is considerably reduced as a benefit. Conservatively, 

the matured industrial heat pumps offer a co-efficient of 

performance of 2.3~3.0, based on the effectiveness of the heat 

transfer and the use of the heat pump equipment's cooling benefits 

[40]. Based on the heating requirements heat pump with a capacity 

of 14 kW was decided.  If the cold load is used, energy due to chiller 

load consumption can be saved.  

Table 2. Performance of heat pump heating system 

1. Operating hours /day -22 hrs 

2. Energy required for process / hr = 7.2 kW.h (HMT data) 

3. COP of Heat pump 2.3 

4. 
To deliver 7.2 kWh of energy, a Heat pump will require [(1/2.3) 

*7.2 of energy 7.2] of energy 

5. Energy consumption by heat pump / hr = 0.43 * 7.2 = 3.1 kWhr. 

6. Energy-saving / year through heat pump = 28169.8 kWhr. /Year 

7. CO2 emission / year = 13380.4 Kg / year 

8. The cost of 1KW of energy delivery through the heat pump is INR 

3.1 (INR 7.1/1kW) 
9. Cost of energy / day = INR 483.51 / day 

10. Cost saving / year through heat pump =  INR 2,00,032 / year 
 

COP (Coefficient of Performance) of a Heat pump is Considered 

conservatively 2.3 excluding the cooling load Electricity Price. 

Table 2. shows the performance evaluation of deploying a Heat 

pump as an alternate measure. 

2)   The solar thermal system 

A solar thermal system with EVT (Evacuated Tube 

Collectors) is another alternate method of electrical heater system 

[13]. The solar thermal system can also be integrated into an already 

existing boiler or electrical heater system constituting a hybrid 
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system, which will primarily operate with the energy generated by 

the solar thermal system, and in case of poor sunlight or non-

capability of the solar thermal to generate sufficient energy, the 

boiler or an electric heater operates as an auxiliary system. Based on 

the requirement of the application and geographical location 

parameters considered for the design of solar heating are: 

Initial feed water temperature - 25˚C. The final 

temperature of the water/storage tank water temperature -65˚C. 

Sunshine hours in plant location (Chennai)- 6 hrs. Energy 

requirement / day-158.4 KW to be generated in 6hrs. Required Solar 

thermal capacity/sizing = 26.4 kWhr, M = Mass flow rate, liters per 

day 3405.6 liters (storage tank capacity, Mass flow rate, liters per 

day=3916.4litres (calculating with 15% buffer capacity). 

Table 3. Performance of solar thermal heating system 

1. 
Investment Cost: Cost of investment / kWh, inclusive of 
piping & equipment = INR 45,000 

2. Total cost of investment = 26.4 x 45,000 = INR 11,88,000 

3. 
Total Cost = ETC equipment + Storage Tank + components 
(heat exchangers) + pump primary circuit & secondary circuit 
(Pumps & water lines) = INR 11,88,000 

4. Total energy used by the existing system per day = 158.4 kWh 

5. 
Total energy used by the present system per year = 49420.8 
kWh 

6. 
Energy saved by deploying solar thermal system = 49420.8 
kWh 

7. Cost-saving per year: Total energy saved / day = 158.4 KW  

8. Cost saved per day = 158.4 x 7.1 = 1124.64 INR 

9. Cost saved per year = 1124.64 x 312 = 3,50,888 INR 

 

D.  Comparison of Performance Indicators  

The comparison of performance indicators of the different 

systems will provide an intricate understanding of the possibilities 

to reduce harmful effects, reduce energy consumption, optimize 

energy efficiency, reduce costs, etc. This understanding will be 

helpful in the design stage of an industrial heating system, to design 

the heating system in a sustainable manner. With respect to the case 

study, the performance indicators of alternate measures of heating 

systems with the existing system are compared.  

Figure 3. Comparison of heating system 

A comparison of the performance of different heating systems is 

shown in Figure 3.  

To summarize the comparison, calculations of system 

efficiency that the heat pump is more efficient compared to electric 

and solar heating. The advantage of the heat pump system is that it 

may heat up the refrigerant initially before it enters the compressor 

by using heat energy that is drawn from the atmosphere.  As a result, 

energy use associated cost and CO2 emission are significantly 

reduced. Solar thermal system heating systems reduced carbon 

footprint and energy cost.  . Solar thermal systems have high capital 

investment costs & late Returns on Investment are disadvantageous.  

Practically, the Solar thermal system has less proven in large energy 

applications. It is not preferred due to its difficulty for system 

modification at times of process flexibility, the Heat pump can be 

considered energy-efficient but cost reduction and maintenance cost 

it’s not recommended.  A conflict arose between the sustainable 

performance and energy-efficient system. To choose the appropriate 

decision of the sustainable measure for the energy-efficient heating 

system. 

The problem at hand will be tackled using a multicriteria approach 

that considers the requirement for sustainability as well as criteria 

for energy efficiency, cost-effectiveness, and technical viability. 

We should also confirm that the measures in the situation under co

nsideration are financially viable. MCDA tool is the best option for 

finding a feasible solution in this scenario. 

V.  Sustainable performance evaluation with 

TOPSIS method 
The MCDA tool is becoming more and more well-liked in 

the field of energy planning since it allows to make choices while 

simultaneously considering all the criteria and objectives [16]. 

MCDA is a tool that supports alternative energy technologies. The 

broad usage of MCDM techniques shows that they are effective at 

assisting decision-makers in addressing issues related to energy 

sustainability [17] [18]. MCDM TOPSIS is a preferred method in 
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the evaluation of optional energy source which allows direct 

comparison with the alternative solutions [16]. The methodological 

framework developed for ranking the alternatives is TOPSIS 

(Technique for Order Preference by Similarity to Ideal Solutions) 

approach is easily scalable to tackle diverse energy sustainability 

problems [41]. The TOPSIS method requires minimal input data and 

results are easy to understand and it is with shortest geometrical 

distance to ideal result [42].  

The approach enables a comparative evaluation of 

different heating system with existing fuel fired heating to enhance 

sustainability in the selected automobile production unit. While 

considering the selection of criterions in sustainable dimension, 

performance in the social dimension such as legal compliance, 

workers safety and labour impact can’t be considered as it is not an 

implemented system. The criteria selected in the two levels for 

applying the TOPSIS methodology are presented in a hierarchical 

form as in Figure 4. 

Figure 4. MCDA framework. 

The TOPSIS approach uses distance measurements to 

calculate the relative strength of each alternative based on its 

positive ideal solution (PIS) and negative ideal solution (NIS). The 

given numbers are then ranked by evaluating a relative proximity 

degree for each option based on the values of their respective 

measures. The steps involved in TOPSIS methodology discussed as 

follows [15]:  

 

Step 1: By placing criteria vertically and alternatives horizontally, 

an evaluation matrix is created. 

𝐴𝑖𝑗 =

[
 
 
 
 
𝑎11 𝑎12 … 𝑎1𝑛

𝑎21 𝑎22 … 𝑎2𝑛

: : … :
: : … :

𝑎𝑚1 𝑎𝑚2: … 𝑎𝑚𝑛]
 
 
 
 

 

Step 2 – Evaluation matrix is converted to normalized decision 

matrix (R) with equation (1) 

 𝑟𝑖𝑗 =
𝑎𝑖𝑗

√∑ 𝑎𝑘𝑗
2𝑚

𝑘=1

 

                       R matrix:  𝑅𝑖𝑗 =

[
 
 
 
 
𝑟11 𝑟12 … 𝑟1𝑛

𝑟21 𝑟22 … 𝑟2𝑛

: : … :
: : … :

𝑟𝑚1 𝑟𝑚2: … 𝑟𝑚𝑛]
 
 
 
 

 .……………. (1) 

 
Step 3: Third step includes normalized matrix’s values multiplied by  

weights of each criterion and establishing the weighted normalized  

matrix.   𝑉𝑖𝑗 =

[
 
 
 
 
𝑤1𝑟11 𝑤2𝑟12 … 𝑤𝑛𝑟1𝑛

𝑤1𝑟21 𝑤2𝑟22 … 𝑤𝑛𝑟2𝑛

: : … :
: : … :

𝑤1𝑟𝑚1 𝑤2𝑟𝑚2: … 𝑤𝑛𝑟𝑚𝑛]
 
 
 
 

              

 

Step 4: Finding the ideal best (A+) and ideal worst (A-) for each 

criterion of each alternative from the above matrix: for beneficial 

criteria maximum value is the ideal best and minimum value is the 

ideal worst and vice versa for the non -beneficial criteria. 

 

              𝐴+ = {(𝑚𝑎𝑥𝑖𝑣𝑖𝑗\𝑗𝜖𝐽), (𝑚𝑖𝑛𝑖𝑣𝑖𝑗\𝑗𝜖𝐽
′)}                        …… (2) 

 

               𝐴_ = {(𝑚𝑖𝑛𝑖𝑣𝑖𝑗\𝑗𝜖𝐽), (𝑚𝑎𝑥𝑖𝑣𝑖𝑗\𝑗𝜖𝐽) }                        …….. (3) 

 

Step 5– Measures of separation are calculated using the Euclidian 

distance, which is used to quantify how far options stray from the 

ideal best and ideal worst solutions. 

 (Si*) denotes the Euclidian distance from the ideal best and 

calculated as in equation (4).  

(Si-) denotes denotes the Euclidian distance from the ideal worst and 

calculated as in equation (5): 

 

𝑠𝑖
∗ = √∑ (𝑣𝑖𝑗 − 𝑣𝑗

∗)
2
 𝑛

𝑗=1                                                                         (4) 

 

𝑠𝑖
_ = √∑ (𝑣𝑖𝑗 − 𝑣𝑗

∗)
2
 𝑛

𝑗=1                                                                         (5) 

 

Step 6– Performance score is calculated as described by equation 

(6):     

 

𝑐𝑖
∗ =

𝑠𝑖
_

𝑠𝑖
∗+𝑠𝑖

_                                                                      …       (6) 

 If Ci * values lies between 0 and 1. Value 1 representing the best 

ideal solution and zero denotes the ideal worst solution   

 

Step 7- Based on the performance score,  the alternatives can be 

ranked. 

 
 
 
 

Sustainability 
measure 

Technical 

Efficiency

Feasibility 

Economic Capital investment

Energy cost

Cost saving 

Environmental

CO2 emission

Energy saved

Space Requirements
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Table 4. TOPSIS method result and Rank 

Heating Systems 

Performance 

score(%) 

Pi 

Rank 

Fuel fired boiler 51.21 4 

Electric heater 56.91 3 

Heat pump system 62.95 1 

Solar thermal system 61.62 2 

 

Using the chosen alternatives and competing criteria, TOPSIS 

analysis was performed on the problem as stated above, and the 

results are shown in Table 4. A heat pump heating system is the most 

efficient option for the chosen system. 

 TOPSIS ranking hierarchy is Heat pump heating system< Solar 

thermal heating< Electric heating< Fuel fired heating.  

 
VI.  RESULTS 

  The performance indicators of heating systems are 

compared, and the result as shown in Figure 3. Analytical 

comparative study shows a conflict between the performances 

between system efficiency (Heat pump system) and energy 

consumption (Solar thermal system), thereby it’s difficult to find a 

sustainable solution. If heat pump sourced with renewable energy 

source can be selected as an appropriate solution from this case 

study problem, but practically it is not feasible. 

Under this uncertainty MCDA TOPSIS method is selected for 

finding the best feasible heating system. TOPSIS result with ranking 

of the alternatives are given in Table 4.  With MCDA heat pump 

system secured the first, second is solar thermal system. Hence the 

heat pump system is the best feasible energy efficient heating system 

for heating washing liquid for engine component washing in plant 

to enhance sustainability in manufacturing industry. 

With respect to the case study, it can be inferred that there is 

significant potential to reduce CO2 emission & to reduce energy 

consumption with an energy efficient system.  

VII.  CONCLUSIONS 

This paper combines analytical method and MCDM methods to find 

sustainable measures in heating applications. A case study with a 

systematic framework is conducted in an automobile manufacturing 

plan. Steps involved are analyse, identify problem, suggestion 

sustainable measures, evaluation, and infer the result. The 

performance indicator values provide an intricate understanding 

about the effect of the overall systems’ energy efficiency and 

sustainability. 

Comparative study of the alternatives shows that integrated system 

with renewable energy source is the best technique for many 

applications based on the feasibility. In this specific case, a 

conflicting situation arise for the selection of energy efficient 

sustainable heating after analytical approach, so MCDA TOPSIS 

method is selected to rank the performance different heating system. 

It helps us to identify the best feasible measures within a set of 

predetermined criteria.  

This framework will be helpful in reviewing the current procedure, 

comparing it to alternative methods, and clarifying opportunities for 

energy conservation, improving energy efficiency, and moving 

toward sustainability. This study helps to understand the application 

of MCDA in energy decision making. The result shows that there is 

a significant scope of improvements can be done to achieve the 

sustainability goal such as energy efficient system, energy saving 

thereby reduction in GHG (CO2) emission, energy cost, 

maintenance cost, capital investment etc. Also identifies in a feasible 

situation integration of renewable system with energy efficient 

system is the best sustainable measure. Renewable energy source 

with energy efficient that can be recommended as the best 

sustainable measure in low and moderate temperatures. 

This study demonstrates that even minor improvements 

may lead the industrial system to advance to sustainability goals. 

Harmful impacts can be predicted & appropriate measures can be 

taken to prevent the adverse effects, thereby shifting towards 

industrial sustainability.  
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Abstract 

Energy industry is a vital area related to the security and 
economic development of a sovereign country, and the green 
and low carbon development is becoming the main development 
direction of global energy technology innovation (ETI). Driven 
by the energy revolution and the digital revolution, a new round 
of global technological revolution and industrial transformation 
is in the ascendant. China is constantly promoting ETI and 
actively exploring the factors affecting energy innovation 
efficiency in order to achieve the commitment of "carbon peak" 
and "carbon neutral". China's ETI still has shortcomings that 
are expected to break through. Using the province-level data of 
key variables in the field of ETI from 2008 to 2019, we found the 
stock of human capital, income level, carbon emission, industrial 
structure and the financial expenditure on science and 
technology may influence the energy innovation efficiency. The 
main reason of the energy innovation efficiency is the stock of 
human capital. And China is catching up with developed 
countries in the scale of its talent team with its consistently 
efforts. The increase of carbon emissions has a significant 
positive correlation with energy innovation efficiency at the 
national level while there is a negative correlation between 
carbon emissions and energy innovation efficiency in eastern 
China. Although China has formulated an ambitious five-year 
plan in the field of ETI, the basic research and human capital 
required to improve the efficiency of energy innovation are still 
shortcomings. Furthermore, state-owned enterprises and 
private enterprises cannot jointly build an innovation 
consortium has significantly restricted the efficiency of China's 
ETI. Due to the lack of unified coordination at the national level, 
there is vicious competition and prominent industry similarities 
in new energy between provinces The road to progress in 
China's energy technology innovation is still quite long.  

Keywords: energy industry; ETI; human capital stock; 

"carbon peak" and "carbon neutral" 

I. INTRODUCTION 
A healthy planet is an essential requirement and key enabler for 
sustainable development in which environmental, economic, and 
social objectives are addressed in a balanced manner through an 
integrated approach. According to the Medium Term Strategy for 
UNEP 2022-2025 entitled “For people and planet: the United 
Nations Environment Programme strategy for 2022–2025 to tackle 
climate change, loss of nature and pollution”, the COVID-19 
pandemic is more than a health crisis: it is also a humanitarian and 
socioeconomic crisis. It has exposed and aggravated vulnerabilities 
and inequalities and it is exacerbating already existing challenges in 
meeting the Sustainable Development Goals (SDGs) worldwide. 
The demand for economic growth and the growing global 
population have tripled the extraction of natural resources 
worldwide to destructive levels [1]. Climate warming, over-
exploitation of resources, and loss of biodiversity have made energy 
a key area of concern for the security and development of a 
sovereign country. Since the outbreak of the Russian-Ukrainian war, 
global energy prices have continued to rise, posing a huge threat to 
global economic growth. The stability, diversity and low cost of 
energy supply have become an important political issue that have to 
reconsider by government. Green and low-carbon development has 
attracted more attention around the world. Renewable energy 
alternative technologies, electric vehicle technologies, natural gas 
hydrogen production technologies, and new power systems, safe and 
efficient nuclear energy technology is becoming the main 
development direction of global energy technology innovation. 

Driven by the energy revolution and the digital revolution, a new 
round of global technology revolution and industry transformation 
is in the ascendant. So far, more than 130 countries/regions around 
the world have proposed zero emission targets [2]. ETI is considered 
one of the best pathways to transition to a global clean energy system 
and can play a vital facilitation role in global action to reduce carbon 
emissions. In 2021, the European Union, the United Kingdom, the 
United States, Russia, Japan, South Korea, and China have 
successively issued action policies for carbon peaking and carbon 
neutrality. On January 29, 2022, China's National Development and 
Reform Commission (CNDRC) and National Energy 
Administration (NEA) jointly issued the "14th Five-Year Plan for 
Modern Energy System". China is about to lead energy development 
based on technology innovation and insist on taking innovation as 
the primary driving force for development. The "14th Five-Year 
Plan" emphasizes that ETI will be developed around five aspects: 
advanced renewable energy, new power systems, safe and efficient 
nuclear energy, green and efficient fossil energy development and 
utilization, and energy digitalization and intelligence. China has 
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formulated an ambitious technology innovation roadmap for this 
purpose. It aims to anchor carbon peaking and carbon neutrality, 
accelerate the transformation of the energy structure, improve the 
efficiency of the energy system, achieve a high-quality jump in 
energy, achieve an innovation-driven development strategy, 
improve the level of innovative human capital, and promote the 
digitalization and intelligence of the energy industry and energy The 
modernization of the industrial chain has continuously injected new 
momentum into promoting high-quality economic development and 
building a modern country. 

Although ETI has been emphasized by many countries, it is not easy 
to achieve. Since persistent investment of R&D does not necessarily 
bring about great progress in the field of ETI, the efficiency of 
energy innovation must be considered. Energy innovation efficiency 
(EIE) is a performance measurement of energy innovation. In recent 
years, research on EIE and its influencing factors has become a 
research hotspot in academia. A basic premise is how to measure it. 
Judging from the literature review, the academic community has not 
reached a consensus standard. At present, the mainstream 
measurement methods mainly include nonparametric methods 
including Data Envelopment Analysis (DEA) [3][4][5][6]. The 
number of patents applied and granted to measure innovation input 
and output efficiency [7][8]. When trying to measure green EIE by 
building a model, it is considered feasible to build a DEA model 
through a two-stage innovation value chain, which has been applied 
in a study of technology innovation efficiency of industry 
enterprises in 31 provinces in China [9]. DEA has been used to 
evaluate the effect of innovation-driven policies in related research 
of new energy vehicles, such as measuring the innovation efficiency 
of Chinese new energy vehicle listed companies from 2015 to 2017. 

The number of national patent applications can also be used as a 
measure of the efficiency of technology innovation. The number of 
green patents as a measure of the field of energy innovation has a 
great fit. For example, the results of an empirical study on 79 
countries’ panel data from 1995 to 2017 show that renewable energy 
and energy efficiency boost innovation performance at aggregate 
and disaggregated levels [10]. Deng and Liao (2009) believe that the 
measure of technology innovation can also be replaced by the 
number of patents applied or granted [11]. For example, the 
innovation of renewable energy can be replaced by the number of 
patents applied or granted by using the negative binomial 
distribution. Based on this, it is a meaningful exploration that green 
patents can be used to measure the efficiency of energy innovation. 

It is well known that human capital is an indispensable factor in 
driving a country to achieve innovation. The empirical analysis 
based on the Heterogeneous Stochastic Frontier Model (HSFM) 
shows that human capital stock has a significant role in promoting 
regional innovation efficiency, and the improvement of human 
capital level can enhance the stability of regional innovation 
efficiency [12], high school, undergraduate and graduate students, 
etc. The increase of human capital at the educational level can 
promote the improvement of regional innovation efficiency [13]. Of 
course, the factors affecting ETI are extremely complex. The 
positive impact of per capita income level on ETI is a prominent 
example. Fagerberg & Srholec's (2007) empirical analysis of 115 
countries during the period 1992-2004 shows that the innovation 
efficiency system is highly positively correlated with per capita 
income levels[14]. Yang and Yao (2018) believe that if the income 
of an industry is increased, the enthusiasm of laborers to innovate 
can be ignited, thereby improving the innovation efficiency of the 
industry[15]. Based on the above analysis, it is believable that the 
higher the per capita income of the region, the higher the enthusiasm 
of the laborers, and the higher the efficiency of ETI. Another factor 
affecting ETI is closely related to carbon emission constraints. An 
analysis of the correlation between energy consumption carbon 
emissions and green innovation efficiency in China's equipment 

manufacturing industry found that coal and crude oil carbon 
emissions have a positive impact on green innovation efficiency 
[16]. 

The existing research mainly focus on measuring energy innovation 
efficiency with DEA model, and there are few literatures on energy 
innovation performance with green energy patent application as the 
measurement criterion; Scholars have paid attention to the inhibitory 
effect of income distribution gap on innovation efficiency [17]. 
However, there are still deficiencies in the research on improving 
the income level of the whole industry and improving the efficiency 
of energy innovation with the help of economic growth and labor 
productivity. At the same time, although many studies have focused 
on the impact of technological innovation on carbon emission 
reduction, there are relatively few related studies on how carbon 
emissions affect energy technological innovation. At present, 
technological innovation has become the main battlefield in the 
game of great powers, and the scale of innovative human capital has 
a profound impact on the improvement of national innovation 
efficiency. If a country wants to expand the scale of innovative 
human capital, it must strive to improve the quality of innovative 
human capital and create more world-class scientific and 
technological leaders and innovative teams. Only in this way can it 
be possible to achieve key energy innovation results, improve the 
efficiency of energy innovation, and obtain long-term competitive 
advantages. 

This paper takes the number of green patent applications by 
residents of 31 provinces in China from 2008 to 2019 as the core 
explanatory variable to measure the efficiency of energy technology 
innovation. In order to discuss the development prospects of China's 
ETI efficiency, the article measured the human capital stock, income 
level and carbon emission reduction level respectively, and verified 
the impact of human capital stock, income level and carbon emission 
on the efficiency of China's ETI by constructing an empirical 
analysis. 

II. CHINA AMBITIOUSLY BUILDS 
ROADMAP FOR FUTURE ENERGY 
TECHNOLOGY INNOVATION 
China is a country that lacks oil and gas among the world's major 
powers. Its dependence on foreign oil is as high as 70 percent, and 
there is limited room for increasing production in the future. 
Developing renewable energy and attaching importance to energy 
technology innovation is an indispensable development direction to 
resolve China's energy security. After the outbreak of the Russian-
Ukrainian war, China had to formulate more aggressive new energy 
development goals, vigorously promote the large-scale, high-
proportion, high-quality, and market-oriented development of 
renewable energy, try to improve new energy consumption and 
storage capabilities, and actively build renewable energy. A new 
power system with new energy as the main body, improve the 
institutional mechanism and policy system that is conducive to the 
joint development and utilization of renewable energy by the whole 
society, and provide a strong guarantee for the construction of a 
clean, low-carbon, safe and efficient energy system. And based on 
the clean energy system, guide the industry to develop in the 
direction of low energy consumption and high technology, and 
gradually reduce the proportion of oil in the industrial economy [18]. 

$755 billion has been spent on deploying low-carbon energy 
technologies around the world since 2021, with nearly half of that 
investment taking place in Asia. China has invested US$266 billion 
in energy transition, accounting for 35 percent of the total global 
investment in the first place [19]. Since 2008, China's investment in 
traditional energy supply industries such as electricity, heat and gas 
has gradually slowed down. The output of clean resources such as 
natural gas, nuclear power, and wind energy continues to rise, and 
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the proportion of clean energy in the energy structure continues to 
increase. For example, the proportion of raw coal production has 
dropped by 9.2 percent in ten years, and the proportion of total crude 
oil production has dropped by 2.5 percent in ten years[20]. These 
are all China's efforts to continue to adhere to the energy demand-
oriented, give full play to the advantages of the domestic large-scale 
market, focus on solving the core technical problems of energy, and 
speed up energy conservation and emission reduction. It is hoped to 
achieve carbon peak by 2030 and carbon neutrality by 2060, which 
reflects China's ambitious strategic deployment on the road of ETI. 

According to World Energy Investment 2021 by IEA, under the 
influence of the COVID-19 pandemic, enterprises in 2020 reduced 
their expenditure on energy research and development in the private 
sector due to the reduction of budgets. But annual global energy 
investment rises to US$1.9 trillion by 2021, rebounding nearly 10 
percent from 2020, bringing total investment back to pre-pandemic 
levels. Meanwhile, its investment structure has shifted towards the 
power and end-use sectors, rather than traditional fuel production 
[21]. Therefore, the background of the times has put forward higher 
requirements for the functions of the government - the government 
should play the role of formulating policies and regulations, 
emphasize the innovative role of the economy, and continue to 
promote the zero-emission policy. For example, in terms of 
traditional fuel energy, CNDRC issued the "Guiding Opinions on 
Accelerating the Intelligent Development of Coal Mine “on 
February 25, 2020. Demonstrate coal mines, give priority support in 
terms of capacity replacement and mine capacity increase, and 
introduce relevant industrial support policies to encourage financial 
institutions to increase support for intelligent coal mines. The 
Ministry of Finance has also issued relevant inclusive preferential 
policies. In addition to the tax reduction and exemption policies for 
general high-tech enterprises, such as levying corporate income tax 
at a reduced rate of 15 percent for recognized high-tech enterprises, 
there are also tax reduction and exemption policies for enterprises 
that meet the requirements for environmental protection and energy 
conservation. 10 percent of the investment in special equipment 
such as water saving and safe production can be deducted from the 
tax payable in the current year; these preferential policies are 
available to qualified coal enterprises, aiming to encourage coal 
enterprises to speed up intelligent mining. 

Therefore, China has also made breakthrough achievements in 
energy conservation and emission reduction in recent years. In terms 
of scale, in 2022, the annual power generation of China's new energy 
facilities will exceed 1 trillion kWh for the first time, the total annual 
power generation of China's photovoltaic power generation will 
reach 350 billion kWh, and the annual total power generation of 
wind power will exceed 400 billion kWh. It ranks first in the world 
at present; it has also made great achievements in new energy 
facility technology, such as independent development, including the 
strongest offshore wind turbine in Asia-Pacific with a single 
installed capacity of 10 megawatts, and Baihe, whose installed 
capacity ranks second in the world. Tan Hydropower Station and 
other advanced new energy power generation equipment. China will 
continue to promote green and low-carbon development, while 
strengthening cooperation with overseas countries, aiming to jointly 
build a community with a shared future for mankind. 

At the same time, with the transformation and upgrading of China's 
energy structure, the global energy supply and demand structure has 
changed. Higher requirements are put forward for the improvement 
of energy innovation efficiency. China needs to identify the paths 
that affect the efficiency of energy innovation, continuously 
improve its comprehensive strength, broaden the channels for 
improving the overall efficiency of energy innovation, absorb funds 
from various aspects, and encourage domestic and foreign 
companies to invest in clean energy. investment, and actively absorb 
international capital and private capital. According to Sohu.com, we 

used web crawler technology to extract 297 pieces of text 
information about "energy technology innovation", with a total of 
about 118,000 words. We used R (4.2.0) software to perform word 
segmentation and word frequency statistics to extract keywords with 
a word frequency greater than 50. A total of 113, draw a word cloud 
map (Figure 1). It can be seen that “technology”, “innovation”, 
“development” and “greenness” have not only become the hotspots 
of China's large-scale Internet portals, but also the hotspots of capital 
investment. China has successfully created a fabulous landscape in 
the whole society that attaches importance to technology innovation 
and to promote the transformation of energy utilization. 

III. RESEARCH METHODS AND RESEARCH 
DATA 
A. Research Methods 
Considering that many scholars usually use a two-way fixed effect 
analysis model when analyzing green ecological efficiency and 
green economic efficiency[22], this research method is also used to 
eliminate the estimation error in traditional statistical models. To 
ensure the availability and comparability of research data, panel data 
of 31 provinces from 2008 to 2019 is used to measure the 
influencing factors of China's energy innovation efficiency in this 
paper. The relevant data come from the China Statistical Yearbook 
and the State Intellectual Property Office. 

 
 

To explore the effect of human capital on the efficiency of energy 
innovation, we select the number of green patent applications in 
each province as a proxy variable to measure the level of energy 
innovation. Gross wages measure human capital stock and 
provincial per capita income, respectively. 

The industry upgrading coefficient mentioned by (Xu and Jiang 
(2015) is used to measure the industrial structure upgrading level of 
each province[23]: 

𝐼𝑆 = ∑𝑞𝑖 × 𝑖 = 𝑞1 × 1 + 𝑞2 × 2 + 𝑞3 × 3

3

𝑖=1

 

Among them, 𝑞𝑖  is the proportion of the output value of the 𝑖-th 
industry, and the data comes from the China Statistical Yearbook 
(CSY). 

Fiscal science and technology expenditures are the expenditures 
made by the government and its related departments to support 
technology activities. It refers to the scientific research expenditures 
arranged in the national financial budget. The data comes from the 
CSY. In view of the large number of green patent applications, the 
average number of students in colleges and universities, and the 
salary of the employed population, this study carried out a regression 
empirical study after logarithmic operation. The calculation model 
is as follows: 

Figure 1. A word cloud map of China's ETI 

 

. 
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𝑙𝑛𝑔𝑟𝑒𝑒𝑛𝑝𝑎𝑡𝑒𝑛𝑡 = 𝛽0 + 𝛽1𝑙𝑛ℎ𝑐 + 𝛽2𝑤𝑎𝑔𝑒 + 𝛽3𝑐𝑎𝑟𝑏𝑜𝑛 + 𝛽4𝑙𝑛𝑑

+ 𝛽5𝑓𝑖𝑛 + 𝜆𝑡 + 𝜇𝑖 + 𝜀𝑖𝑡 

Among them, 𝛽0 is the intercept term, 𝛽𝑖（𝑖 = 1,2. . .5）represents 
the coefficient parameter corresponding to each explanatory 
variable, 𝜆𝑡  is the time effect that does not change with the 
individual, 𝜇𝑖 is the individual effect that does not change with time, 
and 𝜀𝑖𝑡 represents random error term.. 

B. RESEARCH RESULTS 
B.1 Descriptive Statistical Analysis 

As shown in Table 1, the main variable names, mean, standard 
deviation, minimum and maximum values are listed. Tibet was 
excluded from the study due to missing data on Tibet. Through 
descriptive statistical analysis, the number of energy green patent 
applications in China and the level of wages fluctuate greatly, 
indicating that there is a large gap from energy patent applications 
to income in provincial level (Figure 2). China's industry upgrading 
coefficient has little difference between 30 provinces. 

Table 1. Descriptive Statistics for Primary Variables 
VARIABLES N Mean Sd Min Max 

Gp 360 6,180 9,836 31 67,258 
Hc 360 2,518 888.1 969 6,750 

Wage 360 3,068 2,960 140.4 20,510 
Fin 360 0.438 0.257 0.153 1.368 

Carbon 360 162.3 119.3 2.208 628.6 
Ind 360 2.369 0.127 2.132 2.834 

 

B.2 Regression Analysis 

A multicollinearity test was performed before regression analysis of 
the study data. If the VIF index is less than 10, there is no need to 
eliminate the corresponding explanatory variables, and the model 
fits well. 

 
 

 

Panel data supported fixed effects by Hausman test. Table 2 reports 
the regression results for the mixed regression model, the fixed-
effects model, and the two-way fixed-effects model. With the 
addition of individual fixed effects and two-way fixed effects, the 
goodness of fit 𝑅2 of the model increased from 92.2 percent to 96.2 

percent, indicating that the two-way fixed-effects model had a good 
fitting effect. 

Table 2. Test for Multicollinearity 
Variable VIF 1/VIF 

lnd 3.810 0.262 
Fin 2.860 0.349 
Hc 2.140 0.468 

Wage 1.910 0.523 
Carbon 1.440 0.697 

Mean VIF 2.430 — 
Firstly, EIE and human capital stock are regressed. As shown in 
Figure 3, there is a significant positive correlation between energy 
innovation efficiency and human capital stock. Secondly, Table 3 
reports the results of influencing factors. For human capital stock 
and national financial investment in science and technology, first, 
an individual fixed effect model is introduced into the regression of 
human capital stock, and the coefficient increases from 0.563 to 
1.028, indicating that OLS underestimates the impact of human 
capital stock on green energy innovation efficiency. influence. 
However, after the introduction of the two-way fixed effect, its 
coefficient has dropped to a certain extent, indicating that the 
individual fixed effect overestimates the impact of human capital 
stock on the efficiency of green energy innovation. But overall, 
whether it is an OLS or a two-way fixed-effect model, the human 
capital stock has a positive impact on the efficiency of green energy 
innovation; secondly, the more the state finances invest in science 
and technology education, the higher the country's energy 
innovation efficiency. The side shows that the increase of 
investment in science and technology education and the growth of 
human capital stock also complement each other. Since the 19th 
National Congress of the Communist Party of China, China's talent 
team expansion scale has continued to catch up with developed 
countries, and it is at the breaking point of qualitative change in the 
cultivation of world-class talents and the creation of output. The 
strategy of strengthening the country with talents is the source of 
living water for China's energy innovation efficiency. 

 
 

Regarding the income of Chinese residents, based on the same 
sample, its significance weakens with the gradual introduction of 
individual fixed effects and two-way fixed effects, indicating that 
the impact of wage levels on innovation efficiency is overestimated. 
It also shows that income is less important to the efficiency of energy 
innovation than the stock of human capital. However, it is 
undeniable that the level of income does affect the level of domestic 
ETI. When residents' income continues to increase, their 
knowledge-based investment in themselves increases, and the 
quality of workers continues to improve. Then, under the guidance 

Figure 2. Inter-provincial differences in the number of 
green energy patent applications 

 

. 

 
 

Figure 3. Scatter plot of green innovation efficiency and 
human capital stock 

 

. 
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of the country's active innovation, residents are more willing to 
participate in innovation work, and the stronger the innovation 
capability in the region, which will improve the efficiency of energy 
innovation. To a certain extent, raising the national wage level by 
the state has a certain positive effect on energy innovation, but its 
effect is not as large as the stock of human capital. Therefore, when 
formulating national policies, China focuses on guiding and 
cultivating more innovative talents. 

Table 3. Influencing Factor Regression Results 

 (1) (2) (3) 
VARIABLES lngp lngp lngp 
Lnhc 0.563*** 1.028*** 0.921*** 
 (5.72) (6.65) (7.88) 
Lnwage 1.445*** 1.002*** 0.203* 
 (40.79) (16.62) (1.78) 
Fin 0.204 0.641*** 0.667*** 
 (1.41) (4.70) (6.48) 
Crbon -0.000 0.002*** 0.001*** 
 (-1.08) (3.82) (3.00) 
lnd -0.053 4.051*** -0.830* 
 (-0.16) (9.56) (-1.87) 
Constant -7.559*** -18.036*** -0.487 
 (-9.79) (-14.73) (-0.32) 
Observations 360 360 360 
R-squared 0.922 0.928 0.962 
Province FE YES YES YES 
Year FE NO NO YES 
Number of id  30 30 

 

What deserves attention is the amount of carbon emissions and the 
level of industrial structure upgrading. The fundamental reason for 
China's high carbon emissions is that energy and its related 
industrial systems are largely dependent on fossil resources. China's 
power industry and high-energy-consuming industries (steel, 
petrochemical, cement, non-ferrous metals, etc.) carbon dioxide 
emissions account for about 80 percent of the country's total carbon 
dioxide emissions and are industries that need to be focused on. This 
study combines the economic theory hypothesis "Environmental 
Kuznets Curve" to illustrate. In terms of carbon emissions, carbon 
emissions and energy innovation efficiency first increase with the 
growth of per capita GDP. After the inflection point, carbon 
emissions and energy innovation efficiency decrease with the 
growth of per capita GDP. The empirical results show that, at the 
Chinese level, the increase in carbon emissions has a significant 
positive correlation with the improvement of energy innovation 
efficiency, indicating that China is actively promoting the green 
transformation of its economic structure and improving its energy 
innovation capabilities. China is constantly conducting 
comprehensive and revolutionary explorations and adjustments, 
aiming to make China's high-quality development goals compatible 
with global climate governance goals. 

In descriptive statistics, China has almost kept pace in upgrading its 
industrial structure across regions, so it is unreliable to only do 
individual fixed-effect results. For decades, China has continuously 
promoted the optimization and upgrading of the energy industry 
structure, promoted the green and low-carbon transformation of 
traditional high-energy-consuming industries, and vigorously 
developed green and low-carbon industries. However, empirical 
results show that energy innovation efficiency is negatively 
correlated with industrial upgrading. Based on this, this research 
tentatively believes that although China's energy technology has 
made great progress, the way of upgrading the industrial structure is 

still unscientific and the driving force for innovation efficiency is 
insufficient. Therefore, to achieve the "dual carbon" goal, China It 
is not only necessary to break through many key technologies in 
various fields, but also to break the barriers between various energy 
types and energy-related industries, to break through the key 
bottlenecks and core technologies of multi-energy integration and 
complementarity and industrial process reengineering in related key 
industries, especially to overcome related industries. Difficulties in 
industrial transformation and upgrading. For example, while 
adjusting the industrial structure and carrying out industrial transfer, 
scientifically plan the direction of industrial transfer and adjustment, 
take the market and products as the guide, eliminate backward and 
energy-intensive enterprises without blindly expanding the scale, so 
as to continuously strengthen the innovation of energy technology 
system and drive Efficient energy saving and emission reduction. 

In order to further explore the influence factors of various factors on 
the efficiency of energy innovation, this study conducted a regional 
heterogeneity regression on the eastern, central and western regions 
of China (Table 4). Among them, according to the level of economic 
development classification. The eastern region of China includes 11 
provinces including Beijing, Tianjin, Hebei, Shanghai, Jiangsu, 
Zhejiang, Fujian, Shandong, Guangdong, Hainan and Liaoning; the 
central region includes Shanxi, Anhui, Jiangxi, Henan, Hubei, 
Hunan, Jilin and Heilongjiang in 8 provinces in China; 12 provinces 
in the west, including Inner Mongolia, Guangxi, Chongqing, 
Sichuan, Guizhou, Yunnan, Tibet, Shaanxi, Gansu, Qinghai, 
Ningxia and Xinjiang(Because there is no data of  Tibet, only 11 
provinces were considered). 

From the regression results shown in Table 4, the human capital 
stock in the eastern, central, and western regions of China, 
significantly affects the efficiency of energy innovation at the level 
of 1 percent, which indicates that the reserve of innovative talents 
has a decisive impact on energy innovation. Therefore, China needs 
to make greater breakthroughs in cultivating outstanding scientists 
and technology talents. Significantly improve the ability of 
independent innovation, promote the continuous improvement of 
energy efficiency, and realize the "dual carbon" goal as soon as 
possible. 

Table 4. Regional Heterogeneity Regression Results 

 (1) (2) (3) 
 lngpEast lngpMiddle lngpWest 

Lnhc 0.943*** 1.548*** 0.971*** 
 (4.67) (4.34) (3.50) 
Lnwage 0.201 0.636** -1.342*** 
 (1.54) (2.59) (-3.84) 
Fin 0.568*** 0.895*** 0.088 
 (4.37) (3.86) (0.34) 
Carbon -0.002* 0.001 -0.000 
 (-1.83) (1.27) (-0.59) 
Lnd 0.578 -2.214** -1.083 
 (0.77) (-2.22) (-1.39) 
Constant -2.954 -5.189* 9.177*** 
 (-1.20) (-1.90) (2.92) 
Observations 132 96 132 
R-squared 0.974 0.975 0.964 
Number of id 11 8 11 
Province FE Yes Yes Yes 
Year FE Yes Yes Yes 

 

Some scholars have studied the efficiency of green innovation 
among regions in China, and the empirical results show that there is 
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a downward trend in the efficiency of green innovation in western 
China from 2006 to 2016[23][24]. The results of this study show 
that the income level in the western region has a negative impact on 
innovation efficiency at the 1% significance level. Therefore, the 
current energy problem in the economic development of western 
China is not only to ensure the sustainable income increase of low-
income groups. While nominal wages across the country are rising 
steadily, the income distribution mechanism will be reformed, 
efforts will be made to narrow the income gap, and steady progress 
will be achieved in improving income and energy efficiency. The 
correlation between carbon emissions and EIE in eastern China is 
significantly negative. According to the Environmental Kuznets 
Curve, it can be speculated that the inflection point has already 
appeared first in eastern China. This shows that in order to realize 
the international commitment of carbon emission reduction, Chinese 
government has achieved optimistic achievements in the exploration 
of green and low-carbon transformation through continuous 
technology innovation. 

IV. DEFICIENCIES THAT CHINA'S ENERGY 
TECHNOLOGY INNOVATION NEEDS TO 
BREAK THROUGH 
Under the dual pressures of global warming and shortage of fossil 
fuels, reducing carbon emissions is not only required for China to 
fulfill its national commitment to reducing greenhouse gas 
emissions, but also a strategic choice for China's low-carbon and 
green development transition. It is worth noting that China's energy 
consumption is still very large, and it is urgent to break through the 
inherent deficiencies that restrict the efficiency of energy 
technology innovation to achieve the goal of carbon emissions. AS 
we all know, the indicator of carbon intensity is mainly used to 
measure the relationship between the national economy and carbon 
emissions. If a country's economic growth is accompanied by a 
decline in carbon dioxide emissions per unit of GDP, it means that 
the country has achieved a transition to low-carbon development. 
From the three-dimensional map of carbon intensity in China’s 
provinces from 2008 to 2019 depicted in Figure 4, China has made 
continuous efforts for "carbon peaking" and "carbon neutrality". As 
an important goal of China's "14th Five-Year Plan" pollution 
prevention and control battle, the carbon emission intensity of 
China's provinces has shown a long-term downward trend for more 
than ten years. Therefore, China's carbon emission intensity has 
made positive progress. 

 
 

 

Nonetheless, the empirical results of this study significantly suggest 
that energy technology innovation is driven by talent stock. due to 
the lack of unified coordination at the national level, there is vicious 
competition and prominent industrial similarities in the development 

of new energy between provinces, insufficient investment in basic 
research, lack of agglomeration effect and scale effect for talents of 
ETI, and state-owned enterprises and private enterprises cannot 
jointly build an innovation consortium has significantly restricted 
the efficiency of China's ETI. 

In order to realize its ambitious energy technology innovation plan, 
it is necessary to take effective measures to overcome the 
shortcomings of development. Firsly, to improve the efficiency of 
energy innovation, under the ambitious energy innovation plan, it is 
still indispensable that China must continuously increase the 
importance of talents from the demand side and increased the 
intensity of investment promotion. Secondly, although China's 
industrial structure is not very different, for some provinces with 
large energy supply, China is constantly strengthening energy 
supply and demand adjustment, improving energy supply security 
capabilities, continuously promoting the optimization, and 
upgrading of industrial structure, and increasing a series of policies 
such as forest carbon sinks. Measures to improve green total factor 
productivity; Thirdly, since China has promoted the carbon peaking 
action, it has continuously promoted the implementation of the 
carbon peaking and carbon neutral "1N" policy system and 
promoted the construction of an economic system with green, low-
carbon and circular development.  
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Abstract 

There is a growing research interest in studying microgrids 

in rural areas as a means to promote energy access. These 

microgrids could be the key to energy access on a global scale 

because of their many advantages compared to classic grid 

expansion. Despite all these qualities, feedback from microgrids 

in rural areas shows that most fail to reach sustainability, but 

the reasons for their long-term failure are still not a consensus 

in the literature. This work intends to contribute to 

understanding microgrids' sustainability and their expansion by 

modelling them using a systemic vision approach. For this 

purpose, we propose a diagnosis tool that includes energy, 

financial, information and social aspects. A series of study cases 

are analyzed through this approach, showing it as a possible 

diagnostic tool for microgrids in the short and long term.  

Keywords: Energy Modeling & Design, Grid System, 

Diagnosis, Rural Electrification, Sustainable Development, 

Systemic Approach 

 

I.INTRODUCTION 
According to the United Nations, 789 million people live with no 

access to electricity [1]. Without a more engaged action, 650 million 

people will remain without energy access by 2030 [2]. The 

investment required for universal energy access through grid 

expansion by 2030 will cost more than $48 billion each year. In 

contrast, the technologies providing safe and clean electricity are 

now cheaper and more accessible than ever to the population [3], but 

rural electrification programs remain challenging endeavours. 

Because of the limited resources of its target users, rural 

electrification is well suited for a bottom-up approach where the grid 

starts small and expands over time together with its community 

resources and energy needs [4].  

Microgrid expansion can take many forms, such as an increase in the 

number of users, increased energy production capacity, and 

increased subsidies from local authorities, among many possibilities. 

This work uses a systemic approach to study these expansions and 

their impact on the microgrid.  

Systemic approaches, such as the one proposed in the Macroscope 

[5], allow a complex system to be represented by simple interactions 

among base fields. It calls for the study of the system and its 

thorough description through a multi-disciplinary canvas that yields 

its base fields. 

This work proposes a novel microgrid modelling method based on a 

systemic approach, identifies its main fields and studies their 

interactions. This new microgrid representation adds value to how it 

links together different fields. These cross-field links are expected 

to bring a more general understanding of the microgrid, its operation, 

and its failures and be a more versatile tool for its study.  

Many other models have been presented in the literature to consider 

a maximum of parameters for an interdisciplinary study of 

microgrids with different goals in mind. Carpintero-Renteria [6] 

makes a clear and complete state of the art of the operation of the 

microgrid with its model. Sachs [7] brings a sustainable business 

model solution for developing a microgrid. Akinyele [8] shows all 

the difficulties which can appear in various fields of microgrid 

development and sustainable solutions to counter them. Hicks [9] 

ultimately criticises the limits of microgrids. All these models have 

in common the systemic approach but failed to consider the possible 

exchanges between the fields in their analysis.  

Section II provides an overview of the proposed meta-model. 

Section III introduces the fields represented in the meta-model. 

Section IV presents the diagnosis tool using the meta-model. Section 

V exposes an example of a real microgrid use case. Section VI 

finally, explore possible future works. ds its base fields.  

II.Meta-model Overview 
In rural electrification microgrid literature, the two most important 

definitions of microgrids are the "energy microgrid" and the 

"community microgrid".  

The European Microgrids project [10] defines microgrids as “Low 

Voltage distribution networks comprising various distributed 

generators, storage devices and controllable loads that can operate 

either interconnected or isolated from the main distribution grid as a 

controlled entity”. Three base fields can be derived from this 

definition, namely electrical, control, and communication.  

A definition of community microgrids is given by Gui [11] as the 

following: “A community microgrid is connected with its 

community through physical placement and can be partially or fully 

owned by said community. [...] Considering the social dimension, a 

‘community microgrid’ can be viewed as a microgrid with the key 
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objectives of achieving economic, social and environmental benefits 

in community electricity supply and distribution”. Two extra base 

fields can be identified from this definition, namely social and 

financial.  

In this work, four base fields will be used to represent the microgrid 

system: energy, information, financial and social aspects. Control 

and communication are merged into a single field as they handle the 

same type of object, information.  

These four base fields define the challenges surrounding microgrid 

implementation. Such as the overall quality of the power grid 

equipment and operation, the value extraction of the data processed, 

the sustainable operation of the business model as well as the 

acceptance of the community during microgrid implantation. 

 

 

 

 

Table 1.  Description of the exchange between fields 

To \ From Energy Information Financial Social 

Energy Energy flows 
The data sent to the power 

grid for its control 

All the investment that is 

brought for the good funct-

ioning of the power grid 

The involvement of the 

users for the good usage of 

the microgrid  

Information 

All the data retrieved from the 

electrical grid in order to be 

processed by the different 

algorithms for the control or 

monitoring of the grid  

Information flows 

Investment for the improv-

ement or maintenance for 

the good operation of the 

data and command 

processing equipment 

Community's establish-

ment and compliance with 

rules relating to the use of 

data generated within the 

microgrid 

Financial 

The economic productions 

linked to the operation of the 

microgrid and the energy 

consumption itself 

All the data processed to 

provide a clear view of the 

health and operation of the 

microgrid for its 

management 

Financial flows 

Community’s establish-

ment of and compliance 

with rules relating to the 

use of power grid and its 

pricing system 

Social 

Represents the impact of the 

electricity grid on the 

community through the 

consumption of energy 

All the data processed in 

order to be able to provide 

a diagnosis of microgrid 

usage to the grid users 

Follow-up and training of 

the community by the 

microgrid manager to 

ensure compliance with the 

established rules  

Social interactions 

The proposed meta-model links together the four base fields and is 

based on a series of definitions described as follows: 

• Field: a fundamental block which composes the microgrid. They 

are bounded by four fundamental fields of expertise, namely 

energy, information, financial and social. 

• Flow: A flow is an interaction between one or several elements of 

the same field. 

• Exchange: An exchange is an interaction between one or more 

elements of two different fields. 

We define an exchange that goes from one field to another as 

unilateral: it takes from one field to provide to another field. 

III.Meta-Model in-depth description 
The fields are made of different elements that share the same unit in 

their flow: these elements produce, consume or transform the same 

unit.  

The energy field of the meta-model makes it possible to represent 

the fundamental element of microgrids, which is the energy flow or 

power flow. It represents all the energy exchanges within the 

microgrid and illustrates the amount of energy available [12]. Its unit 

is the Watt. 

The information field of the meta-model represents all the data 

processed by the microgrid and the control of the microgrid. 

However, in a so-called “intelligent”; microgrid, this field becomes 

central for grid management, whether it be for the control or the 

monitoring and maintenance [13]. Its unit is the bit. 

The financial field of the meta-model makes it possible to represent 

all the financial exchanges of the microgrid. As this field is often a 

limiting factor for the development of microgrids (especially in rural 

areas), it is essential to be able to represent it for its study [14]. Its 

unit is the local currency. 

The social field, which is often forgotten or neglected in the study 

of microgrids, is fundamental to represent the microgrid in a 

systemic way, thus understanding its functioning and state of health 

in depth. Its unit is social acceptance [15].  

The fields presented above, based on isolated microgrids' meta-

models, can be assembled into a single systemic meta-model. This 

assembly is done through what is called exchanges in this work. 

These exchanges are essential to understanding a microgrid as they 

may couple variables that are not necessarily studied together. There 

are twelve exchanges in the proposed systemic microgrid meta-

model, as detailed in Table 1. 

IV. Microgrid equilibrium 
The notion of sustainability is fundamental in the design and 

operation of microgrids. It provides a clear vision and framework for 

developing a microgrid, which remains a somewhat fragile system 

[16]. Indeed, many microgrids have fallen into disrepair or function 

extremely poorly, particularly in rural areas with more limited 

resources, because certain limiting factors were not considered in the 

system's design [17]. The notion of systemic sustainability of a 

microgrid has already been partially addressed, but the presented 

meta-model provides a way to represent the grid's sustainability 

through the equilibrium of all the fields: the microgrid equilibrium.  

With all its fields in excellent shape, this model will represent a 

microgrid that reaches energy sustainability, financial resilience, 

data value, and complete social acceptance. And overall, the 

microgrid will reach perennial operation.  

The equilibrium of the entire microgrid is governed by the inner 

flows and the exchanges between the different fields. Dynamically 

speaking, these exchanges and flows can lead to failure or success. 

This section defines these two types of equilibrium and the means to 

evaluate them. To enter into what is called a virtuous circle, all fields 

must give as much as they receive. Since all microgrids are highly 

different in their architecture, sources, governance, population and 

many other factors, it is impossible to give a single solution for their 
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sustainability, but the meta-model allows to represent every 

microgrid in its entirety. For a short-term scale, the essential 

characteristic to identify the health level of the fields flows detailed 

in Table 2. A microgrid with an excellent operation in its fields will 

have increased resilience (at least for a short period of time) no 

matter the quality of the microgrid exchanges. Indeed, the high 

quality of its fields represents inertia and stability to the microgrid. 

However, for a more extended period of time, the exchanges of the 

microgrid will have a much more significant impact because if they 

are not efficient, they will gradually deplete the stocks of the 

different fields. Therefore, each exchange has associated indicators 

with being able to judge its good or bad functioning in Table 2. 

To summarize this, it can be said that the flows of the fields represent 

the static sustainability of the microgrid and the exchanges represent 

the dynamic sustainability of the microgrid. 

Table 2 details the notation for the flows and exchanges of the 

proposed diagnostic model. The ratings range from the worst 

possible scenario (rated as “--”) to the best possible scenario (rated 

as “++”). The diagnostic tool that is presented uses this rating scale 

to rate each flow and exchange with a range of 1 to 4 according to 

the information collected on the microgrid to be diagnosed. 

V.Use case 
To benchmark the proposed meta-model, a study of six microgrids 

whose data is available in a United Nations report [18].  

A colour code (red, orange, green, dark green) represents the quality 

of an exchange or a flow. These different indicators provide a 

general view of the sustainability of the microgrid but also the 

possibility to accurately anticipate weak points in the system and 

correct them before it is too late. The equation used for this 

calculation was:  

𝐹𝑖𝑒𝑙𝑑𝑆𝑐𝑜𝑟𝑒 = 𝑀𝑒𝑎𝑛 (3 ⋅ 𝐹𝑖𝑒𝑙𝑑𝑓𝑙𝑜𝑤 + ∑ 𝐹𝑖𝑒𝑙𝑑𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑠)   

Where Fieldscore is the total score of any given field, Fieldflow is the 

value given to the quality of the inner flow of the field and 

FieldExchanges is the score given to all the outward exchanges of a 

given field. The threefold importance factor was given to the flows 

to emphasize their inertia role in the fields.   

The results are shown in Table 3. An average score and a variance 

are calculated for each microgrid on the bottom. The average and 

variance are calculated on the right-hand side for each type of 

exchange or flow. The rating used for the fluxes and exchanges 

varies from 1 for poor to 4 for excellent. 

 

Figure. 1. Microgrid use case evaluation 

Figure 1 illustrates the results for each field. The blue fields are 

related to the community microgrid, and the red fields are related to 

the energy microgrid. The microgrids are lined from the highest 

score on the left to the lowest on the right.   

Figure 2 compares the average and variance of the flows and 

exchanges for the seven study cases. It highlights how the social and 

information fields are the most neglected, with missing scores and 

no information available.   

Following the UN report, the proposed diagnosis tool shows that 

microgrids that put resources into financial and social have a higher 

probability of success. This is the case for the first and third best-

rated microgrids.   

Figure 2 also shows that social-related exchanges are generally less 

accounted for in these study cases yielding a high variance. 

 

Figure. 2. Microgrid flows and exchanges comparison 

Moreover, we can also notice that the internal flows of the four fields 

all have a relatively good score, those being more visible in the 

functioning of a microgrid than the exchanges and are less often 

forgotten or neglected. On the other hand, the disparities are even 

more significant within the different exchanges, which shows the 

need for a comprehensible and systemic model for microgrids, 

particularly for rural electrification. 

Indeed, although information flows are often well-considered and 

established, the exchanges that start from this domain seem to be 

very often neglected in the studied examples. Moreover, the social 

exchanges are very disparate depending on the case studies, 

supporting the fact that the social domain lacks consideration in the 

development of microgrids. These evaluations tend to support the 

conclusions of the UN report, which shows difficulties in the overall 

functioning of the microgrids as well as in the social consideration 

of the population, which can be compensated by information and 

social exchanges. 

 

VI. Future Work 
It is essential to understand that this diagnostic tool is still to be 

developed and refined. The various UN cases have shown the value 

of this microgrid vision by providing predictions similar to the 

report's conclusions. This approach centralizes all microgrid 

information into a multi-criteria assessment that is much simpler to 

understand while maintaining a high level of detail.  

Work remains to be done in refining the way we model the content 

of the four fields to allow for the simulation of a microgrid model so 

that its evolution over time can be studied. 

The detailed modelling of the elements of the fields still has to be 

formally defined. This would allow simulation of the model to study 

various expansion scenarios and bring a much more detailed 

evaluation of the microgrid operation.  

The development of a meta-model with a lower level of abstraction 

could better represent and understand the exchanges and flows 

between the elements. Instead of making a global link between the 

fields, this meta-model would represent the flows and exchanges 

between the elements themselves. While keeping certain 

simplifications in the representation of the microgrid, this meta-

model will allow, in addition to the diagnosis of the microgrid, a 

systemic simulation of its functioning. 

The final aim would be to identify how expansion scenarios of 

different fields affect the long-term sustainability of a microgrid. 
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Table 2.  Evaluation of the Different Flows and Exchanges. 

To \ From Energy Information Financial  Social 

Energy 

From energy sustainability 

with all objectives fulfilled 

(++) to no sustainability 

objectives validated (- -) 

microgrid control is very 

accurate and stable (++) to 

microgrid control is poor 

and unstable (- -) 

Funds are re-invested into 

power hardware with high 

maintenance (++) to no re-

investment with poor 

maintenance (- -) 

Community uses the power 

grid perfectly well (++) to 

community uses the power 

grid poorly (- -)  

Information 

Many precise measurements 

of the energy production are 

available (++) to no autom-

ated and imprecise measur-

ement is available (- -) 

From high data value and 

consummate control (++) to 

no objective validated for 

the data and control (- -)  

Funds are re-invested into 

information hard-ware and 

software (++) to no funds 

are re-invested (- -) 

The community fully 

respects the rules establish-

ed for data collection (++) 

to community does not 

respect the rules at all (- -) 

Financial  

Energy enables productive 

uses (++) to energy has no 

productive uses (- -) 

High quality data is 

available for planning and 

operation (++) to no data is 

available (- -) 

From financial resilience 

(++) to no resiliency 

objectives validated (- -) 

Payment collection is 

highly efficient (++) to 

payment collection is not 

reliable (- -) 

Social 

All energy needs of the 

community are satisfied (++) 

to not even the basic needs 

are satisfied (- -) 

High quality data is 

available for the users to 

follow consumption (++) to 

no data is available (- -) 

Funds are re-invested into 

the community (++) to no 

funds are re-invested into 

the community (- -) 

From high social 

acceptance (++) complete 

rejection by the community 

(- -) 

Table 3.  Evaluation of the Different UN Use Cases 

 

  CREDA DESI GE/T/P EDH OREDA WBREDA HPS  Mean Variance 

Internal 

Flows 

Energy 4 3 2 2 3 4 2  2,86 0,69 
Financial 3 3 3 2 2 2 4  2,71 0,49 

Information 4 2 2 3 3 2 3  2,71 0,49 
Social 2 3 3 2 3 4 2  2,71 0,49 

External 

Exchanges 

Energy → Finance 3 4 3 1 1 3 2  2,43 1,10 
Energy → Information 4 2 3 2 3 N/A 3  2,83 0,47 

Energy → Social 2 2 2 3 3 3 4  2,71 0,49 
Finance → Energy 3 3 3 2 1 4 3  2,71 0,78 

Finance → Information 3 3 2 2 3 3 3  2,71 0,20 
Finance → Social 2 3 4 2 4 4 3  3,14 0,69 

Information → Energy 3 2 2 2 3 N/A 3  2,50 0,25 
Information → Finance 3 2 N/A N/A N/A 2 2  2,25 0,19 
Information → Social 3 2 N/A N/A N/A N/A 2  2,33 0,22 

Social → Energy 1 2 4 2 1 3 1  2,00 1,14 
Social → Finance 1 3 4 4 1 3 1  2,43 1,67 

Social → Information 1 1 3 2 1 1 1  1,43 0,53 

Results 
Mean 2,63 2,50 2,86 2,21 2,29 2,92 2,44    

Variance 1,05 0,53 0,59 0,49 1,14 0,91 0,93    

 

VII. Conclusion 
This short paper reviewed the evaluation of different areas of 

microgrids to extract a more systemic meta-model. A meta-model 

was proposed to provide a clear view of all aspects of a microgrid to 

provide a diagnostic and planning tool for its sustainability.  

Contrary to the visions that can be found in the literature, the 

representation of microgrids proposed in this short paper provides a 

complete tool that allows both to represent the microgrid in a 

systemic way, to be able to identify the different exchanges that exist 

between them but also to diagnose the overall health of the microgrid 

and to be able to estimate the future impacts of its internal problems. 

This is an essential vision to understand the different extensions of a 

microgrid. 
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Abstract 

Green hydrogen provides an opportunity for long-term energy 

storage in order to balance the difference between supply and 

demand. The goal of this paper is to investigate the feasibility of a 

balancing role of green hydrogen in a future intelligent power grid. 

The paper compares different options to balance an intelligent power 

grid. These options are described by their value chains - beginning 

with renewable energy production, through conversion into storage 

medium till reconversion (Power to X to Power). The energy supply 

chains are tested in regard of various characteristics for an intelligent 

power grid. The obtained results confirmed the possibility of 

integration of green hydrogen into intelligent power grid, although 

the transportation was identified as a bottleneck in the supply chain. 

However, the use of green hydrogen as a single balance option is not 

sufficient. The combination of various balancing options in an 

intelligent power grid has been proposed. 

Keywords: Green hydrogen, intelligent power grid, energy 

supply chain 
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