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Abstract 

This article is devoted to the study and application of the 

basic features of algorithms for "teaching" multilayer artificial 

neural networks, in particular, gradient algorithms. The article 

states that scientific research is being carried out on the 

development of intelligent measuring devices for controlling 

the moisture content of scattering materials based on functions 

such as automatic adjustment of measuring range, self-

calibration, linear static characteristics, high measurement 

accuracy and reliability, data processing, decision making. As 

a result of the research, it was considered that the requirements 

for measuring the moisture content of scattering materials by 

control and management systems can be met by high-precision 

moisture meters developed using intelligent technologies. 

Today, a wide range of new opportunities for the construction 

of intelligent systems for the control of technological processes 

are developing through the use of artificial neural networks. 

Symbols are widely used in issues such as recognition, 

prediction and diagnostics, optimization, signal processing 

under the influence of noise. The authors have built an artificial 

neural network for an intelligent device that measures the 

moisture content of scattering materials. The main parameters 

of the artificial neural network were determined and 

"training" was carried out on the basis of gradient algorithms. 

In an intelligent device that measures the moisture content of 

scattering materials, the factors that affect the measurement 

accuracy are minimized as a result of gaining knowledge base 

through experiments. Based on the above results, it is stated 

that an artificial neural network has been used in an intelligent 

device. 

Keywords: Artificial neural network, gradient algorithm, 

humidity, weight coefficients, constant shift (bias). 

1. INTRODUCTION 

In the era of globalization, where science and information 

and communication technologies are rapidly developing and 

leading to the fourth industrial revolution, public and social 

governance, economics, industry, social protection, education, 

science, medical diagnostics, agriculture, defense and security, 

tourism in developed countries and the widespread use of modern 

information technology and artificial intelligence in many areas. 

The solution of technical problems such as management, 

control and measurement of technological processes in all sectors 

of industrial production in the world is being intelligent. The 

intellectualization of such technological processes requires the 

expansion of the functional capabilities of technical means of 

management, control, and measurement, the improvement of 

technical characteristics, the solution of new scientific and 

technical problems of efficient use of energy resources. Therefore, 

a class of intelligent devices and sensors is emerging. They have 

the ability to self-adapt to the operating principle, images of input 

signals, technical condition and external factors affecting the 

measuring system due to changes in control and measurement 

conditions [1]. 

Intelligent devices and sensors differ from other analogues 

of this type in that they have functions such as automatic 

adjustment of the measuring range, self-calibration, data 

processing, decision making [2,3]. 

Nowadays, measuring instruments that measure 

temperature, humidity, pressure and other quantities are rapidly 

being developed by specialists in various fields. However, the 

accuracy of measuring instruments used in many industries is 

insufficient, and the measurement error differs from the specified 

"range". By optimizing the controlled and controlled parameters, it 

is possible to improve the quality of manufactured products and 

reduce defects. This makes it necessary to create new measuring 

instruments. 

2. PURPOSE OF THE WORK 

Construction of an artificial neural network based on 

gradient algorithms for an intelligent device that measures the 

moisture content of scattering materials. 

3. PROBLEM STATEMENT 

It is known that moisture is one of the most important 

technological parameters, which directly affects the cost, 

technological structure, and other properties of substances and 

materials [4-8]. High-precision moisture meters, which are 

involved in moving technological processes, are used directly to 

organize the quality control of moisture in the process of spraying 

materials (wheat, barley, rice, millet, etc.). Therefore, the selection 

of measuring instruments for each control system, the study of their 

principles of operation, design, and other parameters is of great 

importance [9-12]. 
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The following requirements can be set for devices used to 

measure the moisture content of spray materials:  

• measuring device - measures moisture in the technological 

process and does not damage the measured substance; 

• the absence of elements in the design of the measuring 

device that affect the accuracy of the measurement of scattering 

materials; 

• measuring device - low sensitivity to the external 

environment and a stable measuring system; 

• Measuring device - should be an intelligent device with a 

microprocessor that measures with high accuracy on the basis of 

modern technologies. 

An analysis of the available moisture metering devices 

shows that the above requirements for measuring the moisture 

content of spray materials by control and management systems can 

be met by moisture metering devices developed using intelligent 

technology. 

Today, scientific research is being carried out on the 

development of intelligent measuring devices for automatic control 

of the measuring range, calibration, linear static characteristics, 

high measurement accuracy and reliability, data processing, 

decision-making to control the moisture content of dispersed 

materials [11,13- 15]. 

Factors that directly affect the measuring accuracy of the 

device for measuring the moisture content of scattering materials 

can include changes in the density of the material under study, 

dielectric constant, temperature, the chemical composition of the 

substance, and other parameters. These factors cause errors in the 

measurement process. Therefore, these errors should be minimized 

as much as possible. 

Extensive new possibilities for building intelligent process 

control systems are being developed through the use of artificial 

neural networks, and they are widely used in issues such as image 

recognition, prediction, and diagnostics, optimization, signal 

processing under the influence of noise [16]. In an intelligent 

device based on artificial neural networks that measure the 

moisture content of scattering materials, the factors that affect 

measurement accuracy are brought closer to the minimum value as 

a result of gaining a knowledge base through experiments. 

3.1. SOLUTION METHOD OF THE 

PROBLEM 

Properly distributed artificial neural networks are now 

widely used to solve problems in intelligent systems. Therefore, we 

use properly distributed cross-linked neural networks in an 

intelligent device that measures the moisture content of scattering 

materials. Because the system is static, all neurons in the given 

vectors of the signals of the neurons in the input layer form a single 

value of the signal vector in the output layer. A neural network 

consists of a number of inputs and outputs, consisting of a set of 

interconnected neurons, and performs a nonlinear change. A model 

of an artificial neural network performing the given problem is 

shown in Figure 1 [17-20]. 

 

Figure 1. The structure of an artificial neural network 

Several algorithms for teaching multilayer artificial neural 

networks have been developed. We can divide these algorithms 

into two groups [16-18, 21-22]: 

- gradient algorithms; 

- stochastic algorithms. 

The algorithms of the first group include the calculation of the 

product of the error function and the neural networks that correct 

the weights according to the found product. Each subsequent step 

is directed towards the antigradient of the error function. The basis 

of these algorithms is the algorithm of inverse distribution of errors. 

This algorithm serves to minimize the deviation of the actual values 

of the neurons in the neural network output layer from the required 

value. Errors are found using the quadratic error function for each 

output neuron, and they give the total error of the output neuron. 

Examples of this algorithm are moment study, autonomous 

gradient algorithm, and second-order methods. 

In stochastic algorithms, however, random changes in weight and 

shear (bias) coefficients are made while maintaining the previous 

changes. This leads to an improvement in neural network 

parameters. Stochastic algorithms include random directional 

search algorithms, Cauchy learning algorithms, Boltsman learning 

algorithms, evolutionary algorithms. The main disadvantages of 

this algorithm include the high demand for technical means, the 

long duration of learning time, and so on. Nevertheless, these 

algorithms are used because they provide global optimization. In 

gradient algorithms, however, local minimums of the error function 

can be found. Currently, hybrid algorithms based on the combined 

use of the above two algorithms are also used. 

3.2. RESEARCH METHODS AND THE 

RECEIVED RESULTS 

Frequency input signals describing changes in temperature 

and capacitance (dielectric constant) of the scattering materials 

under study (e.g., wheat) were taken. The actual values of the 

quantities received as the input signal vary in frequency   and 

temperature of   range through the corresponding functions. To 

perform artificial neural network training, we interact with input 

layer neurons through   and   input signals equal to and. 

Each of the neurons in the hidden layer is associated with 

neurons in the input layer that have a certain weight. It describes 

the interdependence of the elements of the layers and determines 

the magnitude of the communication efficiency of the elements. 

We know that each element of the neural network operates in a 

discrete-time and forms the resulting signal based on the received 

signal. Table 1 shows the random weight coefficients of the input 

and hidden layer neurons and the values of the constant shifts 

(bias). 

According to Figure 1, the input signals coming to the 

hidden layer neurons are the cumulative signal by their respective 

weights [17, 23-26]. 

bХwS +=   (1) 

Where   - weight coefficients of neurons; - signal given by 

neurons of the input layer; - constant displacement (bias); - the sum 

of input signals. 

We calculate the sum of the input signals using the random 

weight coefficients given in Table 1. 

 

122111 bXwXwS ++= , 

795,060,070,025,010,020,01 =++=S , 

124132 bXwXwS ++= , 

875,060,070,035,010,030,02 =++=S
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Table 1. 

Weight coefficients of layers of the artificial neural network, constant shifts (bias), and values of required output signals 

  

 

 
Using activation functions, we convert the results in hidden layer 

neurons into output signals. Several types of activation functions 

are currently used in practice [27,28]. We use the activation 

function in the sigmoid view. The activation function in the 

sigmoid view is nonlinear and the given multidimensional function 

can be polished with arbitrary precision per unit cross-section 

[27,29,30]. As a result, the output layer also has a nonlinear 

characteristic. It has the following appearance: 

( )
Se

f
−+

=
1

1
S  

From the above expression, we calculate the output value of each 

neuron in the hidden layer. 

( ) 76956889039179,0
1

1

1

1
S

795,01
1

=
+

=
+

=
−− ee

f
S
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( ) 37017057850278,0
1

1

1

1
S

875,02
2

=
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=
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=
−− ee

f
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The resulting values are the output value for the hidden layer 

neurons and the input signals for the output neurons in the second 

layer. 

We also determine the values of the neurons in the next layer using 

the random weight coefficients in Table 1 using expression (1). 

( ) ( ) 226153 bSfwSfwS ++= , 

17442431648297,165,0

37017057850278,045,076956889039179,040,03

=+

++=S , 

( ) ( ) 228174 bSfwSfwS ++= , 

98833826337242,165,0

37017057850278,055,076956889039179,050,0S4

=+

++=  

 

 

Equation (2) calculates the values of the output signals from the 

expression. We find the true values of the output signals using the 

activation function in the sigmoid view. We know that the 

activation function in the sigmoid view is both a negative and a 

monotonous growth function. Therefore, the values of the output 

signals also consist of positive results. 

( ) 15327761144182,0
1

1

1

1
S

17442431648297,131
3

=
+

=
+

==
−− ee

fY
S

, 

( ) 44407994136548,0
1

1

1

1
S

98833826337242,142
4

=
+

=
+

==
−− ee

fY
S

 

These values are the output signals of the artificial neural network 

we are looking for. 

The most complex process in building multilayer artificial neural 

networks is “training” (Figure 2). The unknown parameters of 

"training" neurons are the identification of weight and bias 

coefficients. In the teaching of multilayer neural networks, gradient 

search methods are used to minimize the criterion functions   that 

depend on the parameters of the neurons. 

 This process is iterative, and in each iteration, all the coefficients 

of the network are found first for the output layer, then for the 

hidden layer, and for the input layer (the method of inverse 

distribution of errors) [16-17, 31-33]. Other forms of minimum 

search, such as genetic algorithms and the least-squares method, 

are also used. 

We calculate the errors for each output neuron using the error 

inverse distribution method. 

( ) −=

2
*

2

1
YYE    (3) 

 

 
Figure 2. The process of "training" the neural network 

 
Where, and   are the required and actual output values of the neural 

network accordingly. The sum of the errors is performed on the 

output layer and the whole set of neurons in the neural network 

training. 

We calculate the errors of the neurons at the output of the neural 

network through the expression (3). 

( ) ( ) 05490907867487,015327761144182,035,0
2

1

2

1 22

1
*

11 =−=−= YYE

, 

( ) ( ) 26980111622201,044407994136548,065,0
2

1

2

1 22

2
*

22 =−=−= YYE  

The sum of these errors gives a total error. 

32471019489688,026980111622201,005490907867487,021 =+=+= EEE  

The purpose of using the inverse error distribution 

method is to update each weighting coefficient and bias in the 

neural network. This is because we can minimize the total error in 

each output neuron and by bringing the actual values of the 

1X  
2

X  
1w  

2w  3w  
4w  5w  

6w  
7w  

8w  
1b  

2b  *
1Y  

*
2Y  

0,10 0,70 0,20 0,25 0,30 0,35 0,40 0,45 0,50 0,55 0,60 0,65 0,35 0,65 
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neurons in the output layer of the neural network closer to the 

required values. 

Now we determine that each weighting coefficient in 

the output layer of the artificial neural network affects the total 

error (Fig. 3.). 

 

Figure 3. Structural view of the effect of weighting coefficients on 

the output of the total error 

consider the effect of the weight coefficient 5w  on the overall 

error. 

5
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We can calculate this expression by dividing it into parts, such as 

the complex rule product (chain rule). First, we determine the effect 

of the output signal on the overall error. 
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We express the effect of the input signal 3S  on the output signal 

1Y using the following product 

( )
31

1
S31 S

e
fY

−
+

== , 

( ) ( ) 53621737608280,015327761144182,0115327761144182,01 11

3

1 =−=−=



YY

S

Y  

Finally, we consider the effect of the weight coefficient   on the 

overall expression. 

( ) ( ) 226153 bSfwSfwS ++= , 

( ) 76956889039179,0001
5

3 =++=



Sf

w

S
 

Based on expression (4), we combine the results found above. 

 

67980510078198,076956889039179,0

53621737608280,015324261144182,0
5

=

=


 

w

E

 

We use the following expression to find the new weight coefficient. 

5

5
*
5

w

E
ww




−=   

where,   is the training coefficient.   is a gradient that allows 

you to control the amount of weight coefficient in each iteration, 

which is one of the parameters of the neural network training 

algorithm [16-17, 34-37]. Its value ( )10   varies in the 

range. Selecting a zero value is useless because in this case, the 

value of the weight coefficients does not change. Learning 

algorithm runs faster (less time is required to minimize error 

function) in the interval of  17,0  , but the accuracy of 

neural network error function minimization can be reduced, which 

exacerbates the training error. 

At small values of the training coefficient, the 3,01,0    

number of cycles of finding the extremum increases, but the 

accuracy of minimizing the error function is higher. This in turn 

can lead to a reduction in teaching error. In practice, the value of 

the training coefficient is usually chosen experimentally or 

arbitrarily. Assume that the training coefficient is equal to 

5,0= . 

66013744960900,0

67980510078198,05,040,0
5

5
*
5

=

=−=



−=



w

E
ww   

We also perform the above sequence of actions for the remaining 

neurons 6w , 7w , 8w   in the output layer. 

The effect of the weight coefficient 
6w  on the total error is as 

follows. 

6

3

3

1

16 Y w

S

S

YE

w

E
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, 

05570522577309,0
6

=


 

w

E
 

From this, we calculate a new weight coefficient 
*

6w . 

47224238711345,0
6

6
*
6 =




−= 

w

E
ww   

For the weight coefficient 7w , we also perform the above sequence 

of actions. 

7

4

4

2

27 Y w

S

S

YE

w

E














=



 
, 

52860165052410,0
7

=


 

w

E
 

The new value of the weight coefficient 
*

7w  is as follows: 

73574917473794,0
7

7
*
7 =




−= 

w

E
ww   

Determine the final weight coefficient 8w  in the output layer: 

8

4

4

2

28 Y w

S

S

YE

w

E














=



 
, 

69120169096904,0
8

=


 

w

E
 

Based on the results found, we calculate the new weight coefficient  

. 

65445415451547,0
8

8
*
8 =




−= 

w

E
ww   

We perform network updates after we have calculated for neurons 

in the hidden layer as well. When finding new values of the weight 

coefficients in the hidden layer, we use the values of the initial 

weight coefficients and shifts (bias), rather than the values found 

above. Figure 4 shows the effect of each weighting coefficient and 

bias on the total error in the hidden layer of the artificial neural 

network. 
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Figure 4. Structural view of the effect of hidden layer weight 

coefficients on the total error 

Through the calculations, we found new values of weight 

coefficients representing the connections of neurons in the hidden 

and output layers. Now we also need to calculate the new values of 

the weight coefficients that represent the connections between the 

input and hidden layer neurons. 

The hidden layer weight coefficients affect all output signals. 

Therefore, their effect on all neurons in the output layer should be 

taken into account [17-18,23]. 
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We know that ( )1Sf  affects both errors in the output signals. 

Therefore, the effect of the expression 
( )1Sf

E



 
on the error in both 

output signals must be taken into account. 
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We calculate the product of 1E to. 
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we find the value of 
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 by the results calculated above 
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 the expression is calculated as follows. 
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We combine the results found in expression (7). 
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Now we calculate the second component of expression (6). 

( ) ( )1

4

4

2

1

2

Sf

S

S

E

Sf

E









=




 (8) 

For this expression, too, we perform the sequence of actions in 

expression (7). 
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( ) ( ) 228174 bSfwSfwS ++= , 
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1
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w

Sf

S
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Determine the value of the expression (8). 

( )
95110119793490,050,090210239586981,0

1

2 ==




Sf

E  

We put these results in expression (6) and calculate the value of 

( )1Sf

E



 
. 

( )
6756980,0415961495110119793490,061870296167976,0

1

=+=


 

Sf

E . 

From the activation function in the form of sigmoid in expression 

(5) we find the product of the sum of the input signals 1S . 

( )
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1
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e
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SfSf

S

Sf

 

Here, we calculate the effect 1w  on the total error using the sum 

of the input signals. 

122111 bXwXwS ++= , 

10,01

1

1 ==



X

w

S
. 

In that case, the value 

1w

E



 
 is equal to the following. 
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1
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w
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From the results obtained we find the new weight coefficient of 

1w . 
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We also perform the above steps for the weight coefficients 2w , 

3w  and 4w . 
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We found new values of all weight coefficients. Now we can make 

updates. Initially as input signals 0,101 =X  and 70,02 =X  

when we gave the values, the error in the neural network was 

0.1019489683247. After we updated the weight coefficients, the 

error was 0.1019458256412. We continue the process to the 

allowable value of the error. 

 

4. Conclusions 

Studies have shown that the use of artificial neural networks in an 

intelligent device that measures the moisture content of scattering 

materials can significantly increase the accuracy and timing of 

measurements. The layers of the artificial neural network and the 

basic parameters of the neurons were found separately for each 

period, and an activation function in the form of a sigmoid was 

used. In the creation of multilayer artificial neural networks, 

training based on gradient algorithms with a "teacher" was used. 

As a result, neuro model data generalization and training time was 

reduced. 
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